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PREFACE 

This book contains the complete solutions to the first eight chapters and the odd­
numbered problems for chapters nine through fifteen in Introduction to Linear Regression 
Analysis, Fifth Edition. The solutions were obtained using Minitab® , JMp® , and SAS®. 

The purpose of the solutions manual is to provide students with a reference to check their 
answers and to show the complete solution. Students are advised to try to work out the 
problems on their own before appealing to the solutions manual. 

v 

Anne G. Ryan 
Virginia Tech 

Dana C. Krueger 
Arizona State University 

Scott M. Kowalski 
Minitab, Inc. 
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2.1 

Chapter 2: Simple Linear Regression 

a. fj = 21.8 - .007xs 

b. 
Source dJ. SS MS 
Regression 1 178.09 178.09 
Error 26 148.87 5.73 
Total 27 326.96 

c. A 95% confidence interval for the slope parameter is -0.007025 ± 2.056(0.00126) = 

(-0.0096, -0.0044). 

d. R2 = 54.5% 

e. A 95% confidence interval on the mean number of games won if opponents' yards 

rushing is limited to 2000 yards is 7.738 ± 2.056(.473) = (6.766,8.711). 

2.2 The fitted value is 9.14 and a 90% prediction interval on the number of games won if 

opponents' yards rushing is limited to 1800 yards is (4.935,13.351). 

2.3 a. fj = 607 - 21.4x4 

b. 
Source dJ. SS MS 
Regression 1 10579 10579 
Error 27 4103 152 
Total 28 14682 

c. A 99% confidence interval for the slope parameter is -21.402 ± 2.771(2.565) = 

(-28.51, -14.29). 
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d. R2 = 72.1% 

e. A 95% confidence interval on the mean heat flux when the radial deflection is 16.5 

milliradians is 253.96 ± 2.145{2.35) = (249.15, 258.78). 

2.4 a. fj = 33.7 - .047xl 

b. 
Source d.f. SS MS 
Regression 1 955.34 955.34 
Error 30 282.20 9.41 
Total 31 1237.54 

c. R2 = 77.2% 

d. A 95% confidence interval on the mean gasoline mileage if the engine displacement 

is 275 in3 is 20.685 ± 2.042{.544) = (19.573, 21.796). 

e. A 95% prediction interval on the mean gasoline mileage if the engine displacement 

is 275 in3 is 20.685 ± 2.042{3.116) = {14.322, 27.048). 

f. Part d. is an interval estimator on the mean response at 275 in3 while part e. is an 

interval estimator on a future observation at 275 in3 . The prediction interval is wider 

than the confidence interval on the mean because it depends on the error from the 

fitted model and the future observation. 

2.5 a. fj = 40.9 - .00575xlO 

b. 
Source d.f. SS MS 
Regression 1 921.53 921.53 
Error 30 316.02 10.53 
Total 31 1237.54 
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c. R2 = 74.5% 

The two variables seem to fit about the same. It does not appear that Xl is a better 

regressor than XlO. 

2.6 a. fj = 13.3 - 3.32xI 

b. 
Source dJ. SS MS 
Regression 1 636.16 636.16 
Error 22 192.89 8.77 
Total 23 829.05 

c. R2 = 76.7% 

d. A 95% confidence interval on the slope parameter is 3.3244 ± 2.074{.3903) -

(2.51,4.13). 

e. A 95% confidence interval on the mean selling price of a house for which the current 

taxes are $750 is 15.813 ± 2.074{2.288) = (11.07, 20.56). 

2.7 a. fj = 77.9 - l1.8x 

b. t = lig85 = 3.39 with p = 0.003. The null hypothesis is rejected and we conclude 

there is a linear relationship between percent purity and percent of hydrocarbons. 

c. R2 = 38.9% 

d. A 95% confidence interval on the slope parameter is 11.801 ± 2.101{3.485) -

(4.48,19.12). 
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e. A 95% confidence interval on the mean purity when the hydrocarbon percentage is 

1.00 is 89.664 ± 2.101(1.025) = (87.51,91.82). 

2.8 a. r = +V'Jii = .624 

b. This is the same as the test statistic for testing f3l = 0, t = 3.39 with p = 0.003. 

c. A 95% confidence interval for p is 

(tanh[arctanh(.624) - 1.96/v'17J, tanh[arctanh(.624) + 1.96/v'17]) = tanh(.267, 1.21) 

= (.261, .837) 

2.9 The no-intercept model is y = 2.414 with MSE = 21.029. The MSE for the model 

containing the intercept is 17.484. Also, the test of f30 = 0 is significant. Therefore, 

the model should not be forced through the origin. 

2.10 a. y = 69.104 + .419x 

b. r = .773 

c. t = 5.979 with p = 0.000, reject Ho and claim there is evidence that the correlation 

is different from zero. 

d. The test is 
Zo = [arctanh(.773) - arctanh(.6)h/26 - 3 

= (1.0277 - .6932)V23 

= 1.60. 

Since the rejection region is IZol > ZOt/2 = 1.96, we fail to reject Ho. 
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e. A 95% confidence interval for p is 

tanh(1.0277 - (1.96)/V23) ~ p ~ tanh(1.0277 + (1.96)/V23) = (.55, .89) 

2.11 fj = .792x with MSE = 158.707. The model with the intercept has MSE = 75.357 and 

the test on /30 is significant. The model with the intercept is superior. 

2.12 a. fj = -6.33 + 9.21x 

b. F = 280590/4 = 74,122.73, it is significant. 

c. Ho : /31 = 10000 vs HI : /31 =I 10000 gives t = (9.208 - 10);'03382 = -23.4 with 

p = 0.000. Reject Ho and claim that the usage increase is less than 10,000. 

d. A 99% prediction interval on steam usage in a month with average ambient tem-

perature of 58° is 527.759 ± 3.169(2.063) = (521.22,534.29). 

2.13 a. 

100.; 

. .........................................................................•..• ·_-_· __ ··· __ ······································1 

801 
1 

i 60 1 . 

20~ 

o-L_.--. ____ _ 
16,0 16.S 17.0 ] 7.5 1.8.0 18.5 

'nd.,. 

b. fj = 183.596 - 7.404x 
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c. F = 349.688/973.196 = .359 with p = 0.558. The data suggests no linear associa-

tion. 

d. 

o ~ 

2.14 a. 
0.71 

1 
0.6 1 

Q.s ~ 

i 
· O.4 ~ 

0.3 .1 

0.2 '1 

b. fj = .671 - .296x 

Fitted Une Plot 
days '"' 183.6 - 7.<10 1!l6ex 

16.0 16.5 17.0 11.S 18.0 18.5 

0.3 

index 

M U U V U U U 
ratio 

c. F = .0369/.0225 = 1.64 with p = 0.248. R2 = 21.5%. A linear association is not 

present. 
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d. 

2.15 a. fj = 1.28 - .00876x 

1.0 ~ 

•• j 
O. 6 ~ 

~ o . ~ ~ 
O.2~ 

o.oJ 
; 

-" ' " 

...... --~-

Fitted 1.lne Plot 
vise '" 0.671"'·0.2964 ratio 

. ', .. -...... 

--" , 

~'~T6 0:7 0.6 0.9 1.0 ,.110 

Iter,;rl:!HlOl1 
9S~O 

95"MoPI 

: 5 O.l~ 

: R-Sq 21.S'll> 

L ~ :~~~L:_,~~ 

b. F = .32529 .. 00225 = 144.58 with p = 0.000. R2 - 96%. There IS a linear 

association between viscosity and temperature. 

c. 

i 

Fitted Una Plot 
vise'" 1.282· 0,008758 temp 

0.2 j2 0 "~""JO' ······4'0········50 -'- " '60' Y -~" iO ·······80 ·······go········ioo 
....... 

2.16 fj = -290.707 + 2.346x, F = 34286009 with p = 0.000, R2 = 100%. There is almost a 

perfect linear fit of the data. 

7 

Download more at Learnclax.com



2.17 fj = 163.931 + 1.5796x, F = 226.4 with p = 0.000, R2 = 93.8%. The model is a good 

fit of the data. 

SOittarplot Of Boiling Point CF) vs Barometric Pressure (In Hg) 

.' 

2.18 a. fj = 22.163 + 0.36317x 

h. F = 13.98 with p = 0.001, so the relationship is statistically significant. However, 

the R2 = 42.4%, so there is still a lot of unexplained variation in this model. 

c. 
Fitted Une Plot 

Re1l..Ir'f'Ied lmpreuior ~"i per Wft'k .. 21..16 -I- 0.3632. Atnount Spent (Mill!M!;) 

1 ISO r ... .................. ·····1 rl:L~c:::E'.n] 
J: j ,..... .... . S 1l.501S 

·~ I - -I ", ~ .! R ' ~( ad li ) t .4"" 

j "I ;,s,cc:'"'::--~ I 0< •. .. ' ; 

Jo --·~~ 50 ·----·-· wo ---------i 50 J 
Amount Spent (Millions) 

d. A 95% confidence interval on returned impressions for Mel (x=26.9) is 

( ) I( ) ( 1 (26.9-50.4)2 ) ( ) 31.93 ± 2.093 v 552.3 21 + 111899 = 20.654, 43.206. 

A 95% prediction interval is 

31.93 ± (2.093)y!(552 .32)(1 + i1 + (26i~~:g94)2) = (-18.535,82.395). 
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2.19 a. fJ = 130.2 - 1.249x, F = 72.09 with p = 0.000 ,R2 = 75.8%. The model is a good 

fit of the data. 

b. The fit for the SLR model relating satisfaction to age is much better compared to 

the fit for the SLR model relating satisfaction to severity in terms of R2. For the SLR 

with satisfaction and age R2 = 75.8% compared to R2 = 42.7% for the model relating 

satisfaction and severity. 

2.20 fJ = 410.7- 0.2638x, F = 7.51 with p = 0.016 ,R2 = 34.9%. The engineer is correct 

that there is a relationship between initial boiling point of the fuel and fuel consump­

tion. However, the R2 = 34.9% indicating there is still a lot of unexplained variation 

in this model. 

2.21 fJ = 16.56 - 0.01276x, F = 4.94 withp = 0.034 ,R2 = 14.1%. The winemaker is correct 

that sulfur content has a significant negative impact on taste with a p - value = 0.034. 

However, the R2 = 14.1% indicating there is still a lot of unexplained variation in this 

model. 

2.22 fJ = 21.25 + 7.80x, F = 0.22 with p = 0.648 ,R2 = 1.3%. The chemist's belief is 

incorrect. There is no relationship between the ratio of inlet oxygen to inlet methanol 

and percent conversion (p - value = 0.648). The R2 = 1.3%, which indicates that the 

ratio explains virtually none of the percent conversion. 

9 
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2.23 a. 

44 48 

I 

50 

belaO 

52 54 56 9.0 9.5 10.0 

beta 1 

10.5 

I 

11.0 

Both histograms are bell-shaped. The one for /30 is centered around 50 and the one for 

/31 is centered around 10. 

b. The histogram is bell-shaped with a center of 100. 

I I 

97 98 99 100 101 103 

E[Ylx~5) 

c. 481 out of 500 which is 96.2% which is very close to the stated 95%. 

d. 474 out of 500 which is 94.8% which is very close to the stated 95%. 

2.24 Using a smaller value of n makes the estimates of the coefficients in the regression 

model less precise. It also increases the variability in the predicted value of y at x = 5. 

The lengths of the confidence intervals are wider for n = 10 and the histograms are 

more spread out. 
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2.25 a. 

Cov(!3o, !3d = Cov(y -!3Ix ,!3d 

= Cov(y,!3d - xCov(!3I,!3d 

b. 

2 =O-x (7 
Sxx 

(by part b) 

Cov(y,!3d = nS~x COV(L Yi, L(Xi - X)Yi) 

= ::-J- L(Xi - x)COV(Yi, Yi) nux x 

=0 

2.26 a. Use the fact that S¥ f"V X~-2' Then (7 
E(MSE) = E (n~~E2) 

(72 (2) = n-=-2 E Xn-2 

b. Use SSR = !3ISxy = !3rsxx. 

E(SSR) = SxxE(!3n 

= Sxx [Var(!31 + (E(!3I))2] 

11 
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2.27 a. No, 

E(ffid = E (E(XS: X)Yi) 

= E(xg - x) E(Yi) 
xx 

_ R + E(Xil - X)Xi2 
- fJI S 

xx 

b. The bias is 

2.28 a. (j2 = SSE/no So, E((j2) = n ;;: 2 a2 so the bias is (1 _ n ;;: 2) a2. 

b. As n gets large, the bias goes to zero. 

2.29 If n is even, then half the points should be at x = -1 and the other half at x = 1. 

If n is odd, then one point should be at x = 0, then the rest of the points are evenly 

split between x = -1 and x = 1. There would be no way to test the adequacy of the 

model. 

2.30 a. r = +m = 1.00 

12 
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b. The test of p = 0 is equivalent to the test of /31 = o. Therefore, t = 272.25 with 

p = 0.000. 

c. For Ho : p = .5, we get 

Zo = [arctanh(.99) - arctanh(.5)]J9 

= [2.647 - .549](3) 

= 6.29. 

We reject Ho. 

d. (tanh[arctanh(.99) - 1.96/J9]' tanh[arctanh(.99) + 1.96/J9J) = (.963, .997) 

2.31 Since R2 = SSR/Syy and Syy = SSR + SSE, then we need to show that in this case 

SSE> O. Now SSE = L(Yi -yd2, so for two different y/s (say Yli and Y2i) at the same 

value of Xi, both Yli and Y2i cannot equal Yi at Xi. Therefore at least one of (Yli - Yi)2 

and (Y2i - Yi)2 is > o. Hence, SSE> 0 and thus R2 < 1. 

2.32 a. S(/3o, /3d = L(Yi - /30 - /31Xi)2 with /30 known. We need to take the derivative of 

this with respect to /31 and set it equal to zero. This gives 

n 
L (Yi - /30)Xi 

/31 - =i==I---::=n __ _ 

LX; 
i=1 

13 
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b. 

c. 1 - 1 f'V t n - 2 SO we get 131 ± t Q / 2,n-2V MSE / L: Xl which is narrower than 
MSE/L:xl 

when both are unknown. 

2.33 

= (72 [1 _ 1 _ (Xi~- X)2] 
n Sxx 

which depends on the value of Xi and thus is not constant. 

14 
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Chapter 3: Multiple Linear Regression 

3.1 a. y = -1.8 + .0036x2 + .194x7 - .0048xs 

b. Regression is significant. 

Source dJ. SS MS F p-value 
Regression 3 257.094 85.698 29.44 0.000 
Error 24 69.87 2.911 
Total 27 326.964 

c. All three are significant. 

Coefficient test statistic p-value 

/32 5.18 0.000 

/37 2.20 0.038 

/38 -3.77 0.001 

d. R2 = 78.6% and R~dj = 76.0% 

e. Fo = (257.094 - 243.03)/2.911 = 4.84 which is significant at a = 0.05. The test 

statistic here is the square of the t-statistic in part c. 

3.2 Correlation coefficient between Yi and Yi is .887. So (.887)2 = .786 which is R2. 

3.3 a. A 95% confidence interval on the slope parameter /37 is 737 ± 2.064(.08823) -

(.012, .376) 

b. A 95% confidence interval on the mean number of games won by a team when 

X2 = 2300, X7 = 56.0 and X8 = 2100 is 

Y ± tCt/2,24J(jX~(X/X)-lXO = 7.216 ± 2.064(.378) 

= (6.44,7.99) 

15 
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3.4 a. fj = 17.9 + .048x7 - .00654xs with F = 15.13 and p = 0.000 which is significant. 

b. R2 = 54.8% and R~dj = 51.5% which are much lower. 

c. For /37, a 95% confidence interval is 0.484 ± 2.064(.1192) = (-.198, .294) and for 

the mean number of games won by a team when X7 = 56.0 and Xs = 2100, a 95% 

confidence interval is 6.926 ± 2.064(.533) = (5.829,8.024). Both lengths are greater 

than when X2 was included in the model. 

d. It can affect many things including the estimates and standard errors of the 

coefficients and the value of R2. 

3.5 a. fj = 32.9 - .053xI + .959x6 

b. Regression is significant. 

Source dJ. SS MS F p-value 
Regression 2 972.9 486.45 53.31 0.000 
Error 29 264.65 9.13 
Total 31 1237.54 

c. R2 = 78.6% and R~dj = 77.3%. For the simple linear regression with Xl, R2 = 

77.2%. 

d. A 95% confidence interval for the slope parameter /31 is -.053 ± 2.045(.006145) = 

(-.0656, -.0405). 

e. Xl is significant while X6 is not. 

Coefficient test statistic p-value 
/31 -8.66 0.000 
/36 1.43 0.163 

f. A 95% confidence interval on the mean gasoline mileage when Xl = 275 in3 and 

X6 = 2 is 20.187 ± 2.045(.643) = (18.872,21.503). 

16 
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g. A 95% prediction interval for a new observation on gasoline mileage when Xl = 275 

in3 and X6 = 2 is 20.187 ± 2.045(3.089) = (13.887,26.488) 

3.6 The lengths from problem 2.4 are 2.223 and 12.716, respectively. For problem 3.5, 

they are 2.631 and 12.634. The lengths are pretty much the same which indicates that 

adding X6 does not help much. 

b. F = 9.04 with p = 0.000 which is significant. 

c. None of the t-tests are significant. There is a multicollinearity problem. 

d F (707.298 - 701.69)/2 322 h· h . d· h·· ·b· fit . = 8.696 =. w lC III lcates t elr IS no contn utlOn 0 0 

size and living space given that all the other regressors are in the model. 

e. Yes, there is a multicollinearity problem. 

3.8 a. fJ = 2.53 + .0185x6 + 2.19x7 

b. F = 27.95 with p = 0.000 which is significant. R2 = 70.0% and R~dj = 67.5%. 

c. Both are significant. 

Coefficient test statistic 
6.74 
2.25 

p-value 
0.000 
0.034 

d. For f36, a 95% confidence interval is .0185 ± 2.064(.0027) = (.013, .024) and for f37, 

a 95% confidence interval is 2.185 ± 2.064{.9727) = (.177,4.193). 

17 
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e. t = 6.62 with p = 0.000 which is significant. R2 = 63.6% and R~(lj = 62.2%. These 

are basically the same as in part b. 

f. A 95% confidence interval on the slope parameter /36 is .019 ± 2.064(.0029) 

(.013, .025). The length of this confidence interval is almost exactly the same as the 

one from the model including X7' 

g. As always, MSRes is lower when X6 and X7 are in the model. 

3.9 a. fj = .00483 - .345xl - .00014x4 

b. F = 24.66 with p = 0.000 which is significant. 

c. R2 = 66.4% and R~dj = 63.7% 

d. Xl is significant while X4 is not. 

Coefficient test statistic p-value 
/31 -5.12 0.000 
/37 -.02 0.986 

e. It doesn't appear to be. 

3.10 a. fj = 4.00 + 2.34xl + .403X2 + .273x3 + 1.17:E4 - .684x5 

b. F = 16.51 with p = 0.000 which is significant. 

c. X4 and X5 appear to contribute to the model. 

Coefficient test statistic p-value 
/31 1.35 0.187 
/32 1. 77 0.086 
/33 0.82 0.418 
/34 3.84 0.001 
/35 -2.52 0.017 

18 

Download more at Learnclax.com



d. For the model in part a, R2 = 72.1% and R~dj = 67.7%. For the model with only 

aroma and flavor, R2 = 65.9% and R~dj = 63.9%. These are basically the same. 

e. For the model in part a, the confidence interval is 1.1683 ± 2.0369{.3045) -

(.548,1.789). For the model with only aroma and flavor, the confidence interval is 

1.1702 ± 2.0301{.2905) = (.581, 1.759). These two intervals are almost the same. 

3.11 a. f} = 32.1 + .0556xl + .282x2 + .125x3 - .000X4 - 16.1x5 

b. F = 29.86 with p = 0.000 which is significant. 

c. X2 and :f5 appear to contribute to the model. 

Coefficient test statistic p-value 
/31 1.86 0.093 
/32 4.90 0.001 
/33 0.31 0.763 
/34 -0.00 1.00 
/35 -11.03 0.000 

d. For the model in part a, R2 = 93.7% and R~dj = 90.6%. For the model with only 

temperature and particle size, R2 = 91.5% and R~qi = 90.2%. These are basically the 

same. 

e. For the model in part a, a 95% confidence interval is .282 ± 2.228{.05761) = 

(.154, .410). For the model with only aroma and flavor, a 95% confidence interval is 

.282 ± 2.16{.05883) = (.155, .409). These two intervals are almost the same. 

3.12 a. f} = 11.1 + 350Xl + .109x2 

b. F = 87.6 with p = 0.000 which is significant. 
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c. Both contribute to the model. 
Coefficient test statistic 

8.82 
10.91 

p-value 
0.000 
0.000 

d. For the model in part a, R2 = 84.2% and R~dj = 83.2%. For the model with 

only time, R2 = 46.8% and R~c(j = 45.2%. These are very different and suggest that 

amount of surfactant is needed in the model. 

e. For the model in part a, a 95% confidence interval is .1089 ± 2.0345(.00998) = 

(.089, .129). For the model with only time, a 95% confidence interval is .0977 ± 

2.0322(.01788) = (.061, .134). These second interval is wider. 

3.13 a. fj = 5.89 - .498xl + .183x2 + 35.4X3 + 5.84x4 

b. F = 31.92 with p = 0.000 which is significant. 

c. X2 and X3 contribute to the model. 

Coefficient test statistic p-value 
f31 1.41 0.165 
f32 10.63 0.000 
f33 3.19 0.002 
f34 2.01 .049 

d. For the model in part a, R2 = 69.1% and R~c(j = 67.0%. For the model with only 

X2 and X3, R2 = 66.6% and R~c(j = 65.5%. These are basically the same. 

e. For the model in part a, a 99% confidence interval is .1827±2(.01718) = (.148, .217). 

For the model with only X2 and X3, a 99% confidence interval is .1846 ± 2(.01755) = 

(.149, .219). These intervals are basically the same. 
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3.14 a. fj = .679 + 1.41xl - .0156x2 

b. F = 85.46 with p = 0.000 which is significant. 

c. Both contribute to the model. 
Coefficient test statistic 

7.15 
-10.95 

p-value 
0.000 
0.000 

d. For the model in part a, R2 = 82.2% and R~dj = 81.2%. For the model with only 

temperature, R2 = 57.6% and R~dj = 56.5%. These are very different and suggest that 

the ratio variable is needed in the model. 

e. For the model in part a, a 99% confidence interval is -.0156 ± 2.7(.0014) -

(-.019, -.012). For the model with only time, a 99% confidence interval is -.0156 ± 

2.7(.0022) = (-.022, -.009). The second interval is wider. 

3.15 a. fj = 996 + 1.41xl - 14.8x2 + 3.20X3 - 0.108x4 + 0.355x5 

b. F = 22.39 with p = 0.000 which is significant. 

c. PRECIP(xt}, EDUC(X2), NONWHITE(x3), and S02(X5) contribute to the model. 

Coefficient test statistic p-value 
(31 2.04 0.046 
(32 -2.11 0.040 
(33 5.14 0.000 
(34 -0.80 0.427 
(35 3.90 0.000 

d. R2 = 67.5% and R~dj = 64.4%. 

e. A 95% confidence interval on (35 is 0.355 ± (2.005)(0.09096) = (0.1726,0.5374) 
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3.16a. For LifeExp, fj = 70.2 - 0.0226xl - 0.000447x2' 

For LifeExpMale, fj = 73.1 - 0.0257xl - 0.000479x2' 

For LifeExpFemale, fj = 67.4 - 0.0199xl - 0.000409x2' 

h. For LifeExp,F = 13.46 with p = 0.000 which is significant. 

For LifeExpMale, F =12.53 with p = 0.000 which is significant. 

For LifeExpFemale, F = 14.07 with p = 0.000 which is significant. 

c. Both predictors are significant. in all three models. 

Model Coefficient test statistic p-value 
LifeExp f31 -2.35 0.024 
LifeExp f32 -2.22 0.033 
LifeExpMale f31 -2.34 0.025 
LifeExpMale f32 -2.07 0.046 
LifeExpFemale f31 -2.36 0.024 
LifeExpFemale f32 -2.31 0.027 

d. For LifeExp, R2 = 43.5%, R~dj = 40.2%. 

For LifeExpMale, R2 = 41.7%, R~dj = 38.4%. 

For LifeExpFemale, R2 = 44.6%, R~dj = 41.4%. 

e. For LifeExp, -0.0004470 ± (2.024)(0.0002016) = (-0.000855, -.00003896). 

For LifeExpMale, -0.0004785 ± (2.024)(0.0002308) = (-0.0009456, -0.00001136). 

For LifeExpFemale, -0.0004086 ± (2.024)(0.0001766) = (-0.000766, -0.00005116). 
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3.17 The multiple linear regression model that relates age, severity, and anxiety to patient 

satisfaction is significant with F = 30.97 and p = 0.000. It also appears that age and 

severity contribute significantly to the model, while anxiety is insignificant (p = 0.417). 

Compared to the simple linear regression in Section 2.7 that related only severity to 

patient satisfaction, the addition of age and anxiety has improved the model. The R2 

has increased from 0.43 to 0.82. The mean square error in the multiple linear regression 

is 95.1, considerably smaller than the MSE in the simple linear regression, which was 

270.02. Compared to the multiple linear regression is Section 3.6, adding anxiety to 

the model does not seem to improve the model. The R~dj decreases slightly from 0.792 

to 0.789, the MSE increases from 93.7 to 95.1, and the regressor is insignificant with 

p = 0.417. 

The regression equation is fj = 140 - 1.12xage - 0.463xseve1·ity + 1.21xanxiety. 

Coefficient test statistic p-value 
J3age -6.11 0.000 

J3severity -2.53 0.019 
J3anxiety 0.83 0.417 

3.18 The multiple linear regression model for the fuel consumption data is insignificant 

with F = 0.94 and p = 0.527. The variance inflation factors (VIFs) indicate a severe 

multicollinearity problem with many VIFs much greater than 10. In addition none of 

the t-tests are significant. This model is not satisfactory. 

The regression equation is fj = -315 + 0.159x2 + 1.03X3 - 8.6x4 - 0.432x5 - 0.14x6 -

0.32x7 - 0.52xs· 
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Coefficient test statistic p-value VIF 
f32 0.17 0.871 1.901 
f33 0.36 0.729 168.467 
f34 -0.19 0.851 43.104 

f3s -0.47 0.648 60.791 
f36 -0.12 0.910 275.473 
f37 -0.10 0.924 185.707 

f3s -0.24 0.819 44.363 

3.19 The multiple linear regression model for the wine quality of young red wines is sig­

nificant with F = 6.25 and p = 0.000. However, X7 the anthocyanin color and XlO the 

ionized anthocyanins (percent) are removed from the model due to linear dependen-

cies. The anthocyanin color is equal to the wine color minus polymeric pigment color 

(xs - X6). The ionized anthocyanins is equal to X5 50 X6 . 

The VIFs indicate an extreme problem with multicollinearity. Remedial methods will 

be discussed in Chapter 9. Due to multicollinearity caution is taken when making 

interpretations from this model. 

The regression equation is fj = -5.2 + 6.15x2 + 0.00455x3 - 2.96x4 + 6.58xs - 0.66x6 -

14.5xs - 0.261xg. 

Coefficient test statistic p-value VIF 
f32 1.77 0.090 3.834 
f33 0.59 0.560 3.482 
f34 -1.37 0.183 543.612 

f3s 2.15 0.042 444.590 
f36 -0.37 0.711 30.433 

f3s -1.87 0.074 7.356 
f3g -1.32 0.200 27.849 

3.20 The multiple linear regression model for methanol oxidation data is significant with 

F = 28.02 and p = 0.000. The R2 = 92.1% and R~qj = 88.8%. The variables Xl, 
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X2 and X3 seem to contribute to the model based on the t-tests, however there is a 

problem with multicollinearity as evident by the VIFs.Due to multicollinearity caution 

is taken when making interpretations from this model. 

The regression equation is fj = -2669 + 22.3x1 + 3.89x2 + 102x3 + 0.81x4 - 1.63x5· 

Coefficient test statistic p-value VIF 
(31 3.09 0.009 1.519 
(32 5.70 0.000 26.284 
(33 3.91 0.002 26.447 
(34 0.21 0.840 2.202 
(35 -0.21 0.833 1.923 

3.21 a. If X2 = 2, then for model (1), fj = 108 + .2X1 and for model (2), fj = 101 + 2.15x1 ' 

If X2 = 8, then for model (1), fj = 132 + .2X1 and for model (2) , fj = 119 + 8.15x1' The 

interaction term in model 2 affects the slope of the line. 
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b. This is just the slope which is .2 regardless of the value of X2 . 

c. The mean change here is 5 + .15 which is X2 + .15. Thus the result depends on the 

value of X2. 
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3.22 

F = M~; 

_ SSR/k 
- SSEf(n - k - 1) 

_ SSR/(P - l)(Syy) 
- SSEf(n - p)(Syy) 

_ R2(n - p) 
- (p - 1) (1 - R2) 

= Fo 

which then has an F distribution with p - 1 and n - p degrees of freedom. 

3.23 a. Fo = d·~)t)(1-_3.~) = 99 which exceeds the critical value of F.o5,2,22 = 3.44 so Ho 

is rejected. 

b. The value of R2 should be surprisingly low. 

R2(n - p) 
(p _ 1)(1 - R2) > 3.44 

R2(22) 
(2)(1 - R2) > 3.44 

R2 
1 - R2 > .312727 

R2 > .312727 - .312727 R2 

R2 > .238 

26 

Download more at Learnclax.com



3.25 a. Use T(3 = c. 

f30 0 

T=G 
1 -1 0 

~J 
f3l f3 

0 1 -1 f3= f32 c= f3 
0 0 1 f33 f3 

f34 f3 

b. Use (3 from part a, C = (~) and 

T= (~ 1 -1 0 
~1) 0 0 1 

c. Use f3 from part a, C = (~) and 

T= (~ 
'1 -2 -4 

~) 1 2 0 

. . {o if sample 1 } 3.26 a. ConsIder a new vanable z = 1 if sample 2 . Then write the model as Yi = 

f30 + f3lxi + (1'0 - f3o}z + (1'1 - f3dxiZ + Ci· 

b. Call 1'0 - f30 = III and 1'1 - f3l = 112. Then we want to test Ho : 112 = o. Then use 

T=(O 0 0 1) (3=(~) c=O 
c. This is test of III = 0 and 112 = O. 
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3.27 

3.28 

d. Use (31 = c and V2 = o. 

T= (~ 

Var(y) = Var(X,8) 

= X[Var(,8)]X' 

=H 

and 

1 0 
o 0 

(I - H) (I - H) = 1 - H - H + HH 

=I-H-H+H 

=I-H 

3.29 First note that (X'X)-1 = S~x (L ~~n ~X). When Xi moves further from x, both 

hii and hij increase. 
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hii =(1 xd[ 1 (LX'fjn -X)](l) 
8xx -x 1 Xi 

[ 1 ] [L x~ - nx2 + ( -)2] = ~ n Xi- X 
.:Jxx 

and 

1 L..,.Xj - nx - -[ ] [
" 2 -2 ] 

= 8xx n + (Xi - x)(Xj - X) 

3.30 
~ = (X'X)-l X'y 

= (X'X)-l X'[X,8 + ,8] 

= (X'X)-lX'X,8 + (X'X)-lX',8 

=,8 + R,8 

3.31 From equation 3.15b, we get that ,8 = (I - H)y. So substituting for y, we get 

(I - H)(X,8 +,8) = X,8 - X(X'X)-l X'X,8 + (I - H),8 

= (I - H),8 
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3.32 

= y'X(X'X)-lX'y 

=y'Hy 

3.33 

[Corr(y, y)]2 

_ [y'Hy] 2 

- (y'y) (y'Hy) 

_ (SSR)2 
- (Syy)(SSR) 

3.34 S = (y - X,8)-l (y - X(8) - 2A (T,8 - c). Then take the derivative of S with respect 

to ,8 and A and set them equal to zero. 

a; = -2X'y + 2(X'X)-1,8 - 2AT' = 0, as (- ) T = 2 T,8- c = 0 

This yields ,8 = (X'X)-lX'y - (X'X)-lT'A. Now substitute this expression for ,8 

into ¥ and solve for A. 

T [(X'X)-lX'y - (X'X)-lT'A] - c = 0 

T(X'X)-lT' = T,8 - c 

A = [T(X'X)-lT'rl (T,8 - c) 
Finally, substitute A back into the equation for ,8 which gives the desired result. Note 

that the sign will change when you write the last part as c - T,8. 
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3.35 

The variance of /3j is the lh diagonal element of a 2(X'X)-1. Let Xj be the column of 

X associated with the lh regressor, and let X_j be the rest of X. Therefore, 

From Appendix C.2.1.13, the lh diagonal element of a 2(X'X)-1 is 

3.36 Since R2 = S S R/ Syy, we need to show that the sum of squares for regression for model 

B, SSRh is greater than the sum of squares for regression for model A, S8&,. We can 

do this using partitioning SSR into sequential sums of squares. Consider i parameters 

in {31 and j parameters in {32' Then model B is using (i x j) parameters of which the 

first i are the same as model A. Then S S Rh equals 

R(f3i1, f3·i2, . .. ,f3ii, f3jl, f3j2, . .. ,f3jjlf3o) = R(f3i1, f3i2, .. . , f3iilf3o) 

+R(f3jl, f3j2," ., f3jjlf3o, f3i1, f3i2, .. . , f3ii) 

Since the second term on the right is a sum of squares, it must be greater than or equal 

to zero. Thus, SSRh ~ SSRa which is equivalent to R~ ~ R~. 
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3.37 ~l = (X~Xd-l X1y. Therefore, 

E(~l) = (X~Xd-l X~E(y) 

= f31 + (X~Xl)-1 X~X2f32 

The estimate is unbiased if X~X2 is 0, which happens if Xl and X2 are orthogonal. 

3.38 

3.39 The jth VIF is the lh diagonal element of (W'W)-l, where W'W is the correlation 

matrix. Let Wj be the column of W associated with the lh regressor, and let W _j be 

the rest of W. Therefore, 

We note that W'W is the correlation matrix. As a result wjWj = 1. From Appendix 

C.2.1.13, the jth diagonal element of (W'W)-1 is 

[wj[I - W _j(W'-j W _j)-IW'-j]Wj] -1 _ [wjWj - wjW _j(W'-j W _j)-IW'-jWj]-1 

- [1 - wjW _j(W'-j W _j)-IW'-jWj r1 . 
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Since l'wj = O. If we regress W on W _j, we obtain that 

and 

As a result, if we regress Wj on W _j, the resulting R; is 

R~ -
J 

SSreg 

SStotal 

- wjW _j(W'-j W _j)-IW'-jWj. 

As a result, the lit diagonal element of (W'W)-1 is 

3.40 If {3 rv N(O, (121), then T(3 - c rv N (T,8 - c, T (X'X)-1 T'((12)). Note that the 

rank[T (X'X)-1 T'] = rank[T] = q. First, we need to show that 

Q/(12 = (T(3 - c)' [T (X'X)-1 T'] -1 (T(3 - c) /(12 

is distributed as X~ under Ho. Since (3 = (X'X)-1 X'y, then 

Q = (T (X'X)-1 X'y - c)' (T (X'X)-1 T') -I (T (X'X)-1 X'y - c) 

Now T (X'X)-1 X'y - C = T (X'X)-I X' [Y - XT' (TT,)-1 c]. Hence, 
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Q = [Y - XT' (TT,)-l c]' (x (X'X)-l T') (T (X'X)-l T') -1 (T (X'X)-l X') 

[Y - XT' (TT,)-l c] 
Thus Q is expressed as a quadratic form in the vector y-XT' (TT,)-l c. It is straight­

forward to verify that the inner matrix of Q is idempotent. Also, since under Ho, 

Tf3 = c, the noncentrality parameter A is zero. Thus Q/a2 rv X~. Now we consider 

SSE = Y [I - X (X'X)-l X'] y. SSE can also be written as a quadratic form in terms 

of the vector y - XT' (TT,)-l c: 

SSE = [Y - XT' (TT,)-l c]' [I - X (X'Xr l X'] [Y - XT' (TT,)-l c] . 

Since the matrix in this quadratic form is still (I - H), is it clear it is idempotent and 

A = O. Thus SSE/a2 is distributed X;-p' Note that 

[I - X (X'X)-l X'] (X (X'X)-1 T') (T (X'X)-1 T') -1 (T (X'X)-1 X') = 0 

Therefore, SSE/a2 and Q/a2 are independently distributed as central chi-square vari­

ables under Ro. Hence, F = .3~~ !!.9 Fq,n-p. 

Now under the alternative, Tf3 =I- c. Therefore, we get A = (Tf3 - c)' (T (X'X)-l T') -1 (Tf3 - c). 

Hence, Q/a2 !!J (x2q ) * which is a noncentral chi-square. Thus F = i~l !!J F* Pv' E q,n-p 

which is a noncentral F-distribution. 
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Chapter 4: Model Adequacy Checking 

4.1 a . There does not seem to be a problem with the normality assumption. 

Normal Probability Plot of the Residuals 
(resporu;f! Is v) 

\19 ---......... , •••••• - •••• -.----.-------

" " H 
lO· 

20 · 

10· ·· 

b. The model seems adequate. 

.,. , 
I 

Res1duals Versus-the Fitted Values 
(response is y) 

" 

-:I. 
·····1 

·· 1 
i 

; .... - )1 

i Q ............................................................................................................ ·····························r 

~ ., 

-2 -·,---;; ····--6-· -·-·--:-----:,'0:c------:-::1.2 
Fttted V~lue 
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c. It appears that the model will be improved by adding X2. 

Residuals Versus x2 
(response Is y) 

~2 "'--- I -SOO-- L 7~50 -- '0<1~iO -- 2i -5" -- 2~501l'-- , ~iso-- 3000-' x. 

4.2 a. There looks to be a slight problem with normality. 

Nonmll Pro .... blllty Plot of the Residuals 
(response is y) 

99 1' ......................................... . . .................................................. , ·····7·· 
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gc -j 
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J ;:; i 5C ~ 
<te .. .. 
lei 
lai 
1::1 
s ·! 

/ 
;.. ..... ~ . 

i ,I" ., ········0 1 ........ ········'2···· .. ·············]:' 
Dcleted R.esJdual 
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b. The plot looks good. 

Resfduals Versus the fitted Values 
( reponse Is y) :1-·" ............................................ ............................ . 

H i 0
1

<' ....•... ~~ 

:: t ~ .. __ .... _ .. _ ... ~ .. _:-~· '~--J 
:l 4 6 8 10 12 

fitted Value 

c. The plot for Xg looks ok, the plot for X2 shows mild nonconstant variance, and the 

plot for X7 exhibits IlOIlcoIlstant variance. 

' I 

! 21 
! 11 
I oj , .. .. ;. .•.... 

Residuals Versus x2 
(r~l$y) 

...................................................... ····i 

-I I 

.JL-' ~~~----::-:r:,------:-:~~~ 
lSO{) 1)50 2000 usa 2500 2750 y:}J!) 

x2 
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Resfduals Versus x7 
(response :s y) 

Residuals Versus x8 
(re"'..porISe Is y) 

I 
I ........................................... 1. 

·1 

.' 

.2L-_.~S-----~~---- =S5 ~---c.~~--~ 6S ~--~/O 
.7 

d. These plots indicate whether the relationships between the response and the re-

gressor variables are correct. They show that there is not a strong linear relationship 

between the response and X7. 

5 ·· 

· 1 
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·3 

Residuals Versus minx2 
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minx8 
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e. They can be used to determine influential points and outliers. For this example, 

the first observation is identified as a possible outlier. 

4.3 a. There does not seem to be any problem with normality. 

Normal Probability Plot of the Res;iduilis 
(r~pern; f! lsv) 

b. There appears to be a pattern and possible nonconstant variance. 

~ 

Residuals Versus the fitted Values 
(."..,..,..~y) 
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! Q .................................................................................................... ..... . ... . 
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4.4 a. There seems to be a slight problem with normality. 

Nonnal Probability Plot oUhe Residuals 
(responst! Is v) 

gc;.,_ ...... _ ................ _ ................................. - ................ _ ..... _ ......... -._--;.._ ......... , 
i ; ' . 
! ,/ 

1!-j 

9C .f 

b. There appears to be a nonlinear pattern. 

) 1 

Residuals Versus the Fitted Values 
(respc:r.se Isy) 
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c. There is a linear pattern for Xl ' The graph for X6 shows no pattern and indicates 

it might be unnecessary to include it in the model. 

Partial Regression Plot x1 

15 

10 

, . 

-5 

Partl.1 Regression Plot x6 
8 ~-' ....... - ... - .. __ .. _ .. _- ............. - .... -.--..... - .. - ....... ----.. -.-.-
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l 

4 ~ 

-4 ~ 
--6 ~ 

-10,--~_~ _____ ~ _____ ----, 
~ .~' ~--~-~~- ~~-~~-~~ 

-150 -100 -501) Q !lO 1(.\0 -u; -1.0 -O.!i 0.0 
RHid"al xl Residualx' 

d. These residual indicate that observations 12 and 15 are possible outliers. 

4.5 a. There does not appear to be a problem with normality. 

Normal Probability Plot 0' the Residuals 
(rt'Sponse is y) 

Deleted RasJdual 
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b. There is a slight drift upward in the plot. 

.. 1 

I 

Residuals Versus Fitted Values 
(response fs v) 

i °1 ··········. · ,···,···································............................................... i 

;!l 
. .\ 
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Fitted V a lu ~ 

c. Yes, after Xl is in the model, most of the other variables contribute very little. 

d. They indicate observation 16 is a possible outlier. 

4.6 a. There is a evidence of a problem with normality. 

Normal Probab ili ty Plot of t he Residual s 
Is purity) 

Deleted Resi dual 

42 

Download more at Learnclax.com



b. There is a nonlinear pattern. 

Residuals Versus fitted Values 
( resporu;e is PUtl"~y) 

2.5··--------------------, 
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Fitted V.lua 

4.7 a. There is a serious problem with normality. 

Norm.,1 ProbiSbiUty Plot of Residuals 
{ rt!sponse Is sys bp) 
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h. There is a nonlinear pattern. 

I 
L 

Residuals Versus FItted Values 
. (~ISsy5bp) 
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c. There does not appear to he any pattern with time . 
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4.8 a. The plot shows normality is not a big problem. 

" 
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oj 

b. There is a pattern. 
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c. The plot shows positive autocorrelation. 

3 · 

,. 
1 
! 1 

'" 

Versus Order 
(response is usag~) 
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Observation Orde,. 

4.9 a. There appears to be no problem with normality. 

Nonnal Probability Plot 
(r£!sponse Is dJ~) 

~ ~-----------------------------,-,7,---, 
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·3 ., ·1 0 
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b. There is a pattern. 

, . 

.j 

Versus Fits 
(teSpoilst< \$ days) 

. ... 1 
! 

c. The plot. shows positive autocorrelation. 

Versus Order 
(teSVOf15t! Is days) 

,. ,/\ ····· · ······ ·· · ~\0~- ,'\ ·················· •. 1 
...... ........ . \ .... ""-:./ ' ................... -... ' " .. ~ .. ? .- \~ 
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; 
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Obsocrvatton Order 
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4.10 a. There appears to be no problem with normality. 

Nonnol Pro .... bllity Plot 
(rt!S~nselsvl5c) 

b. There is no real difference between the two plots. 

·3 ·2 

Nonnol Pro .... bliity Plot 
(response Is vtsc) 
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c. The plot shows a definite pattern. 

Versus fits 
(response is "lise) 

I 
~ 

.-----.--------------- --_···_------...-------------------1 

& ·1 

- 2 jL_ ~ ---~-. 
0.<40 0.45 0.50 

flttedV.lue 

4.11 a. There is a slight problem with normality. 

! j E 
;1:1 

L. 

" ". 

-3 -2 

Norm.1 Prob.billty Plot 
(re;ponse Is '1&) 

~ 1 0 i 
Deleted Residual 
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b. There is a quadratic pattern indicating that a second-order term IS needed. 

4.12 a. There is no problem with normality. 

~J 
<)0 4 
&:; ·i 

il iH ·. l +.1'; 
: m ~ 
2{l. ! 

\0 4 

Normal Probability Plot 
(response fs Prer.sU:l!:) 

1] 
L.C3-- L- ~.' ----- . ~1 ----~ O --·--------------r 

Prlebed A.esidual 
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b. There is no pattern. 

-2 

5!}."){) 

c. There is no pattern. 

Versus fits 
(response is Pressure) 

························-- 1 

~-_-_- .. -r----,J 
7000 8000 9000 10000 11000 

Versus order 
(response is Pressure) 
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4.13 When X7 and X6 are in the model, PRESS = 3388.6 and R~red = 56.94%. When just 

X6 is in the model, PRESS = 3692.9 and R~red = 53.08%. The residual plots for both 

models show nonconstant variance and departure from normality. There is no insight 

into the best choice of model. 

4.14 When Xl and X6 are in the model, PRESS = 328.8 and R~r e d = 73.43%. When just 

Xl is in the model, PRESS = 337.2 and R~red = 72.75%. Both models give basically 

the same values. 

4.15 a. There does not seem to be a problem with normality. 

-3 -2 

Nonna' Probability Plot 
(response lsi y) 

-1 0 
Deieted Residual 
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b. There is a nonlinear pattern. 

111 1 

i 
I 0 

" 0 

! ., 
" 

Versus Fits 
(response Is y) 

.' ~~.----~----~----~~----~----~~-- __ ,J 
0.0005 0.0010 0,0015 0.0020 0,0025 0.0030 0.0035 

Fitted Value 

C. Xl shows a linear pattern but X 4 does not. 

0.

0025

1 0.0020 

Q.iYJ1S , 

I 0.0010 · 

Ii 0.0005 

0 .0000 

Partial Regression Plot for xl 

.t"' 
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Partial Regression Plot for X4 
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4.16 a. There is some problems in the tails. 

Normal Probability Plot 
(response is y) 

....................... ;.,.. 

11..-___ Lt-_. ___ -'-_---.-___________ ,. __ . __ .<.-___ ~i 
~ 3 -2 ·1 a 1 2 3 

b. The fit seems pretty good. 

. " 

., 
20 

D~et:ed Residual 

Versus Fits 
(response Is v) 

30 4<l 
FittMV"IUfI: 

50 

c. When Xl and X2 are in the model, PRESS = 916.41 and RY:>red = 80.76%. When 

just X2 is in the model, PRESS = 2825.62 and R~I ' ed = 40.66%. The model with both 

Xl and X2 is more likely to provide better prediction of new data. 
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4.17 a. There is a serious problem with normality. 

b. There is a nonlinear pattern. 

Normal Probability Plot 
(resp0rJ5e Is y) 

Versus fits 
( r~isy) 

................................................................................................... ......... ················· ·········1 

i 

-1 

...... ~ .. ~ . ~ ... ~ .. ~ .. ~ .. ~ .... ~ . ~~ ..................... -.. ...... -... "'1 

F1tted Value 

c. When Xl and X2 are in the model, PRESS = 3.11 and R~red = 77.75%. When just 

X2 is in the model, PRESS = 6.77 and R~red = 51.54%. The model with both Xl and 

X2 is more likely to provide better prediction of new data. 
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4.18 a. Normality seems ok. There is a nonconstant variance problem. There is very little 

variability at the center points. The observation with y = 55 is a potential outlier. 

Normal Probability Plot 
(r'I;l$ponse!s y) 

I 

I 

1 
J 

10,0 

7.S 

S.D 

2.S 

D.D 

-2.5 

·5.0 

10 

Versus Fits 
(......,..~y) 

2D 3D .." 
fittedV.lue 

b. For lack of fit, Fo = 31~l56 = 31.33 with p = 0.003. There is evidence of lack of fit 

of the linear model. 

56 
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4.19 a. Normality does not seem to be a problem. There is a nonlinear pattern in the 

residual plot versus the fitted values. The observation with y = 198 is a potential 

outlier. 

Versus Fits 
(responr.c Is v) 

10 

• 
·3 ., 

Norm.1 Prob.billty Plot 
(response Is y) 

.\ 0 
Oel~ ResidY81 

b. For lack of fit, Fa = 2iR.45 = 11.81 with p = 0.008. There is evidence of lack of fit 

of the linear model. 
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4.20 a. There is a problem with normality. There is a problem with nonconstant variance. 

The observation with y = 115.2 is a potential outlier. 

Normal Probability Plot 
(response fs y) 

1 
i 
3! 

I 

3 

1 · 

o t ················· 

-1 

·2· 
10 I> 

Ver:susFits 
(rer.~!sy) 

6O ., 90 9> 
fitt;l!d Valut! 

100 

b. There is no test for lack of fit since there are no replicate points. It is possible to 

use the near-neighbor approach. 
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= .E f [E(Yh) - 2E (Yij .~ W;) + E(Yn] t=1 J=1 J*=1 t 

= L L a2 - 2E Yij L ;r + ~. 
11£ ni [ (ni y .. ) 2] 

i=1 j=1 j*=1 t t 

= (n - rn)a2 

Therefore, E(NfSPE ) = a2. 

Now, SSRes = SSPE + SSLOF and so SSLOF = SSRes - SSPE. Using Appendix C for 

E(SSRes) when the model is under specified and using E(SSPE) = (n - rn)a2 from 

above, we get 

E(SSRes) - E(SSP E) = (n - 2)a2 + E [E(Yi) - (30 - (31Xi]2 - (n - rn)a2 
i=1 

Therefore, 

E(MSLOF ) = E (~;''::-o~) 
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4.22 a. There is a problem with normality and there is a nonlinear pattern to the residual 

plot. Observation 2 is a potential outlier. The model does not fit well. 

"! 
9s1 
"'1 
." 

"'~ 

I ~~ 
"'1 
~r · 

: 
i' -, 

Nonnal Probability Plot 
(response :sy) 

-J -2 -1 0 
Deleted Residual 

I 

I 

I 

I 

1 0 

1-1 
1-2 

-l .. 
-; 

-. -2 

Venus Fits 
(r~lSy) 

,..¥ • " . ~ ~ ~ . 

2 
fitted Value 

b. There is still a problem with normality and there is still a nonlinear pattern to the 

residual plot. Several observations are potential outliers. The model still does not fit 

well. 

Nonnal Probability Plot 
(~ponse::ri y) 

l 

1 2· 

j 1 

Vet"$U$ Fits 
(~'>els y) 

I O+ .... · ........ _ .... ···· .. ··L .... _ .................................................................................................. ! 

-1· 

-2· -2 o i 4 ;, 10 
Fitted V.IUI! 

60 

Download more at Learnclax.com



4.23 a. There does not appear to be a problem with normality. 

Nonnal Probab"lty Plot 
response is Returned lmpressions per "",'1!t!k 

b. There appears to be a slight pattern and possible nonconstant variance. 

Versus Fits 
response is Returned Impressions per ~ 

,. 

fttted Value 
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4.24 a. There does not appear to be a problem with normality. 

b. There is no apparent pattern. 

;; 

Normal Probability Plot 
(response is MOR1) 

Deleted Residual 

Versus Fits 
(r~ponse is MOR'£) 

i " '. 

.. . 

1 

~ 01 ··· .. · .......... ··· .. ····· ...... ·• . .. •· ... ~ .. ·, ··· ....... " ...... ·•··· .. · ........... , ......... ........................ ; 

1" ., 
.3 L __ · :. ~50 ------- 900~O ---- ........ - .. C9 :5 ~O - .. -·-·-· .. ··· ,: COO~O : .... ---.. - .. ~1 =050 :·-·-·_J 

Rttcd Value 
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4.25 a. The plots for LifeExp and LifeExpMale show problems m the tails, but the Life-

ExpFemale plot shows no problems in normality. 

, 
g~~ 
~~ 
&J ~ 
7 v~ 

§ (.oi : 
~ s:f 

: ;~~ 

Nonnal Probability Plot 
(response Is UfeExp) 

./ 
/' 
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Residual 

Normal Probability Plot 
(.esponsB IsUteExpFem'lie) 

;-" .<i 

...-,-.<',:[' 
>/ 

. ,.)-' ."-' ~ . 

t _;,("." -,..,; ... 
" ... ~'" .... 

,/ 

. / . 
, .. .... _ .. _ .•.. fi. ~~ ;'i;; ... " .....•..•..• .1 

- I S -10 -50S 10 
Residual 
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Normal Probability Plot 
{response Is LlteEx!]M<l!e) 

~,---------------------------------~----~ 
, 

// y 

IL,2~O---- ~--~ ,'~O--------'o---------7.WC-------~,~o 
Residual 
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b. All three plots show a nonlinear pattern. 

Versus Fits 
(1\"!Sponse ~ l lfeExp) 

'0.-----------------------------------------, 

I 

I 0 

-5 

-'0 
';0---------.. , 
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Versus fits 
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SO 55 
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4.26 The normal probability plot indicates some possible deviations from normality in the 

tails of the distribution; however this may be a result of observations 9 and 17 being 

possible outliers. The Deleted Residual versus Fit plot also indicates that observations 

9 and 17 are possible outliers but otherwise there is no apparent pattern. 

Normal Probability Plot 
(response Is Satisfaction) 

~ .---~--------------~r-~----~ 

" 
'" 
80 

!~ .. .. 
JO 

'" 

-3 -2 -I • 1 
Deleted Residual 

i 
2 I .. 1 

1 

I • 
·1 

-2 

-3 
2. 3. ... 

Versus Fits 
(response Is Satlsfactk>n) 

... 

4.27 The residual analysis for the fuel consumption data indicates separation which may be 

a result of a variable missing from the model. There is also a pattern in the Deleted 

Residual versus Fit plot indicating the model is not adequate. 

" 
so ,. 

1! 60 

~ .. 
:. " JO 

10 I. 
-3 -2 

Normal Probability Plot 
(response Is y) 

-I • 
Deleted Residual 

-I 
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Versus Fits 
(response Is y) 
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4.28 The residual analysis for the wine quality of young red wines data indicates an adequate 

model. There appears to be no problem with normality based on the normal probability 

plot and there is also no apparent pattern in the Deleted Residuals versus Fit plot. 

Normal Probability Plot 
(response ~ y) 

~r-~-------------- --------~r--, 

80 : 

JE 
" 20 

10 

-2 -I 0 
Deleted Residual 

I 0 -------
i 

1.1 
-2 

13 14 

Versus Fits 
(response Is y) 

15 16 
Atted Value 

17 

4.29 The residual analysis for the methanol oxidation data indicates 110 lllaJor problems 

with normality from the normal probability plot. However, the Deleted Residuals 

versus Fits plot shows a nonlinear pattern indicating the model does not fit the data 

well. 

.. 
go .. 

J E ... 
,. . 
20 

10 : 

5 · 

-3 

Normal Probability Plot 
(response ~ y) 

-I 0 
Deleted Residual 

.. I 

I J 0 .................................... . 

.!: 
-I 
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Versus Fits 
(response Is y) 
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Chapter 5: Transforrnations and Weighting 

to Correct Model Inadequacies 

5.1 a. It has a nonlinear pattern. 

1.2 

1.1 

1.0 

0 .9 

J 0.8 

0 .7 

0.6 

0 .5 

20 30 40 

b. While R2 96%, the residual plot shows a nonlinear pattern and normality IS 

violated. 

Normal Probability Plot 
(response Is vise) 

~.- ------------------------~-. 

" go 

80 

~ = 
~ 50 :. .. 

JO 

-3 -2 -1 0 1 
Deleted Residual 

c. There is a slight improvement in the model. 
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0.' 0.5 

Residuals Versus the Fitted Values 
(response Is vise) 

0.6 0.7 0.8 
fitted Value 
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5.2 a. There is a nonlinear pattern. 

800 

700 

600 

500 

I-
. 300 

200 

100 

0 

280 300 320 3<W 360 380 
..... p 

b. There is a problem with normality and a nonlinear pattern in the residuals. 

-3 -2 

NO ...... I P ....... bllity Plot 
(<espc>nSe I. vapor) 

-1 0 1 
Deleted R..acIUIII 

c. There is a slight improvement in the model. 
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Residuals Versus fitted Values 
(response Is vapor) 
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Fitted V.lue 
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5.3 a. There is a nonlinear pattern. 

180r------------------, 

160 

140 

120 

j 100 

80 

60 

40 

'0 

6 
min 

10 12 

b.There is a problem with normality and a nonlinear pattern in the residuals. Obser-

vation 1 is an outlier. 

.) ., 

Normal Probability Plot 
(response is vapor) 

· 1 

Residuals Versus Fltted Values 
(response Is v __ > 

100 200 300 400 500 600 
flttedV.I_ 

c. Fit the number of bacteria versus the natural log of the minutes. The first obser-

vation is still an outlier but otherwise the model fits fine . 
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5.4 The scatterplot looks fine. There is a problem with normality and the residual plot 

does not look good. Taking the natural log of :r makes for a better model. 

0.24 

0.22 

0.20 

0.18 
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Residuals Versus Fitted Values 
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-----_._-----------------' 

·2.5 L-_~_~ __ ~_~ __ ~_~ __ "'" 

0.100 0.125 0.150 0.175 0.200 0,225 0.250 
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5.5 a. fj = -31.698 + 7.277x . There is a nonlinear pattern to the residuals. 

b. Taking the natural log of defects versus weeks makes for a better model. 

5.6 a. The residual analysis from Exercise 4.27 indicates a problem with normality and 

a pattern in the residuals versus fits graph that indicates the model is not fitting the 

fuel consumption data well. However, this pattern does not suggest a transformation 

that would improve the analysis. Various transforms were applied but none improved 

the fit of the model. See problem 5.20 for an appropriate analysis of these data. 

·3 ., 

Nonnal Probability Plot 
(_se~y) 

· 1 0 
Deleted Residual 

'i 

Versus Fits 
(response Is y) 

! 0----·-----------------------4 

1., . 
• , '---:3"'SO----:C3"!::S, --::-!354:-:----::C3S6:---:3"'58----:C36Q-C:---:-!36::C-' -=364:---:)66:C::--:C:368 

fitted V.lue 

5.7 Prior to the residual analysis for the methanol oxidation data, the original model was 

reduced to only the significant regressors. This reduces the model from 5 regressors 

down to 2. This leaves regressors Xl and X3 in the model, reactor system and reactor 

residence time (seconds). 
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The residual plots for this reduced model are seen below. There is a problem with both 

the normality ansumption and there is also a pattern in the residual versus fits plot. 

Versus Fits 
(response Is y) 

I 
2 

1 

I.: ... , , 
· 2 

·3 
·1 o· 1 -40 ·20 20 10 60 __ I 

FItted V •• ue 

A log transformation was performed on the response percent conversion. Regressor X l 

is not longer significant. The new regression equation is log(fj) = 21.4 - 2.49x3. The 

estimate table is: 

Coefficient test statistic p-value 

/33 -10.13 0.000 

The residuals plots below show no problem with the normality assumption and also 

show less of a pattern in the residual versus fits plot. 

Normal Probability Plot 
(response Is Iog(y» 

" .r-~----------------------~-. 

" .. 

-2 -I 0 
Deleted Reaidual 
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1 1 
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Versus Fits 
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Fitted Value 
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5.8 The models were sketched with /30 - 4, /31 - 2 and for 0 ::; x < 100 by tens. The 

pattern is more consistent with a. 

4.20 0.25 

0.20 
4.15 

0.15 

i 4.10 t 
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4.05 
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4.00 0.00 
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~ 60 80 ~ 
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5.9 a. There is a problem with normality and a drifting 1Il the residuals. There IS an 

outlier at observation 28. X2 has a nonlinear pattern. 

-3 -2 

Nonnal Probability Plot 
(response Is y) 

-, 0 
Deleted RMidua. 

b. A square root transformation on y was used. 

-3 -2 

Nonnal Probability Plot 
(response Is sqrt(y)) 

-, 0 
Deleted Residual 
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5.10 a. There is no problem with normality but a drifting in the residuals. There are 

outliers. X4 has a nonlinear pattern. 

Normal Probability Plot 
(respo- ~ y) 

b. A natural log transformation on y was used. 

Normal Probability Plot 
(response ~ Iog(y» 
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5.11 a. There is a problem with normality and a nonlinear pattern In the residuals. X2 

has a nonlinear pattern. 

' eo 

Normal Probability Plot 
(response Is y) 

Versus Fits 
(response Is y) 

.~ . 
.. -'" _ooe .-. 

-1 ~~ ____________ ~ ____________ ~~ 

-1 1 2 0.0 0.5 1.0 1.5 
O' .... R ... ual fitted V.I .... 

b. A transformation of 1/y was used along with inverting both of the independent 

variables. 
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5.12 a. There is a departure from normality in the tail. There is a nonlinear pattern to the 

residuals. There is nonconstant variance. There are many potential outliers. 

.... .. 
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70 .. 
50 .. 
JO 
20 
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Normal Probability Plot 
(response Is v) 

~ ~ - 1 0 1 
Deleted R_ldual 

h. This corrects the nonconstant variance. 
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Residuals Versus Fitted V.lues 
(response Is y) 
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.1 ., 

-2 
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fitted Value 

c. Use a square root transformation of the sample vanance and model the sample 

standard deviation. 
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5.13 a. There is a departure from normality and a nonlinear pattern to the residuals. 

,3 -2 

No ...... 1 Probability Plot 
(response Is y) 

b. Their roles are reversed. 

Residuals Versus F'ltted Values 
(response Is y) 

2.0..---- - -----------, 

1.5 

~ 1,0 

1 

j ::+-----------------1 
-D.5 

c. The values of the parameters are the same but, by (b), their roles are reversed. 

5.15 a. 5((3) - t Wi(Yi - (3Xi)2. Taking the derivative with respect to (3 and setting it 
i=l 

n 

n ~ 

equal to zero gives L Wi(Yi - (3Xi)( -Xi) = O. 
i=l 

L Wi:CiYi 
Solving for jj yields jj = "-,,i ="f.,~ __ _ 

L WiXT 
i=l 

b. 

Var(jj) 
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c. Here, we have Wi = l/xi. Therefore, 
n 
L (l/xi)xiYi 3 = .::....i=-=~ ___ _ 

L (l/xi)x; 
i=1 

n 

LYi 
i=1 =-n-
LXi 
i=1 

~ 2 
with Var({3) = +-. 

LXi 
i=l 

d. Here, we have Wi = l/x;. Therefore, 

~ 2 
with Var({3) = ~ . 

5.16 Let f3 = (~~), P2 be the number of parameters in f32, K' = (0 I), m =0, and the 

rank of K' = P2. Note this gives K'~ = (32. Then the appropriate test statistic is 

Now under Ho, Fo above has a central F distribution and under HI it has a noncentral 

F distribution. 
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5.17 Notice that we can write the top as the quadratic form, 

Call the matrix in the brackets A. Then from Appendix C, we get E(y' Ay) = 

trace[(A)(u2y)] + p,'Ap, where for us, p, = E(y) = o. It is easy to show that [AY] 

is idempotent, so it's trace is equal to its rank, which is n - p. Thus, in this case, 

E(y'Ay) = trace[(A)(u2y)] + p,'Ap, = (n - p)u2 • 
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5.18 a. There is a nonlinear pattern to the residuals. 

I 
·1 

.2-L..,.2c-----,---7""""""---,.---,---c----,.:10 

Plttadv ..... 

I 
I 

· 1 

v ...... fits 
( ........ ,. y) 

12 

I 
· 1 

· 2'--~ ____ ~ _______ ~_--r' 

·2 10 

-2 • --

b. Use a natural log transformation on y . It does not improve the model. 
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c. Use a natural log transformation on each of the regressors III addition to the 

transformation in part b. 

5.19 a. 

b. 

I 1 

Versus Fits 
(response ~ Iog(y» 

I 0+----------::-----'----1 

· 1 

-2 

-2 -1 

Var(y) 

o 
Fitted V. lue 

Var(Xf3 + Z6 + f) 

ZVaT(6)Z' + Var(f) 

From part a, we have VaT(Y) = a 2I + alZZ' = L. 

Then 
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1 - :E:E-1 

- [0"21 + O"~ZZ'][~I - kZZ']. 
0" 

In order to solve for :E-1 , we must solve for k. Multiplying :E:E-1 leads us to setting 

the following quantity equal to o. 

o 

Therefore, 

We solve for k 

Then 

o 

2 

_k0"2ZZ' + O"fJ ZZ' - kO"~ZZ'ZZ' 
0"2 

2 

Z[_k0"21 + O"~I - kO"~Z'Z]Z'. 
0" 

:E-1 = ~I _ O"J ZZ' 
0"2 0"2 (0"2 + nO"J) . 
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Now we must show (X':E-1X)-lX':E-1y = (X'X)-lX'y. First let's solve X':E-1X 

_ X'[~I - a~ ZZ']X 
a2 a2 (a2 + na~) 

_ ~ X'X - a~ X'ZZ'X 
a2 a2(a2 + na~) 

_ ~X'X - na~ X'X 
a2 a2 (a2 + na~) 

1 X'X 
a2 +na~ . 

Now let's solve X':E-1 

_ X't~I - a~ ZZ'] 
a2 a2 (a2 + na~) 

~ X' - a~ X'ZZ' 
a2 a2(a2 + na~) 

_ ~X'- na~ X' 
a2 a2 (a 2 + na~) 

1 X' 
a2 + na~ . 

This proves that the ordinary least squares estimates for {3 are the same as the gener-

alized least squares estimates. 
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5.20 The proper analysis for the fuel consumption data is a regression analysis on the 

difference in fuel consumption (y) based on the batch. Because the batches of oil were 

divided into two with one batch going to the bus and the other batch going to the 

truck, a regression analysis on the difference to overcome the effect of batch. Also, 

for the regression analysis, we reduced the model until only significant regressors were 

present in the model. This leaves regressors X4 and X5 in the model, viscosity and 

initial boiling point. 

The new regression equation is YDifference = -106 - 13.0x4 + 0.651x5' 

The estimate table is: 
Coefficient test statistic 

-3.09 
8.99 

p-value 
0.027 
0.000 
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The residual plots for this reduced model are seen below. The analysis on the difference 

in fuel consumption has alleviated the problems identified in problem 4.27. 

." 
90 

" .. 

Normal Probability Plot 
(response Is Olfference) 

i 2 

! 1 

Versus Fits 
(response Is DIfference) 

IE •• 
30 

20 

10 

I 0 ................... ................................ ...............•................................................................• ..... 

-1 

-2 

·4 ·3 -2 -1 0 1 -25 ·20 -15 -10 ·5 
Deleted R_dual FlttedV.lue 

5.21 A regression analysis using 3 indicator variables for nux rate was carried out for 

the tensile strength data. (Note: An ANOVA anlaysis could be performed on this 

data. The results from the ANOVA are equivalent with the results from the regression 

analysis.) 

The regression equation is fj = 2666 + 430:C150 + 490x m) + 267x200' 

The estimate table is: 
Coefficient test statistic 

5.83 
6.65 
3.63 

p-value 
0.000 
0.000 
0.003 

The regression indicates that mix rate (rpm) has an effect on tensile strength. The 

p-values from the estimate table are computed from comparisons of average tensile 

strength from mix rates 150, 175, and 200 with mix rate 225. The average tensile 

strengths for mix rates 150, 175, and 200 are significantly higher compared to the 

tensile strength for a mix rate of 225. 

86 

10 

Download more at Learnclax.com



The residual plots for this model seen below indicate no problems. 

Normal Probability Plot 
(response ts Tensile Strength (lb/ln"'2» 

Versus Fits 
(response Is Tensile Strength (lb/lnA 2)) 

~r- ---- --- ----~-. 

" 
so ,. 

IE 
JO 

" 

-3 -2 -1 0 
Deleted Residual 

i ! ot----- -----------.---1 

) ., 
·2 

2600 2700 2800 2900 3000 3100 3200 
fitted V. lue 

5.22 A regression analysis using 3 indicator variables for temperature was carried out for 

the density data. (Note: An ANOVA analysis could be performed on this data. The 

results from the ANOVA are equivalent with the results from the regression analysis.) 

The regression equation is fj = 23 .2 - 1.46xgoo - 0.700X91O - 0.280X920. 

The estimate table is: 

Coefficient test statistic 
-6.61 
-3.00 
-1.27 

p-value 
0.000 
0.009 
0_226 

The regression indicates that peak kiln temper-

ature has an effect on density of bricks. The p-values from the estimate table are 

computed from comparisons of average density from temperatures 900, 910, and 920 

with temperature 930. The average density for temperatures 900 and 910 are sig­

nificantly lower compared to the average density at 930. The average density is not 

significantly different for temperatures at 920 and 930. 
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The residual plots indicate a potential outlier in observation 10 (Temp. 920, Density 

23.9). 

Nonnal P~lIty Plot 
(response Is D<nslty) 

0.0 2.5 
.,......R ~ I 

5.0 7.5 

-1 

Versus fits 
(response Is Density) 

- 2~ ---:-~---:.,.-:'--::r:---:-:~....,.,...,-:cr-:----:c'---,..,-J 
21.6 21 .8 22.0 22.2 22.4 22.6 22.8 23 .0 23.2 

fitted V.IUII 

5.23 This Fixed Effects tests for the sUbsampling analysis indicates that the three vat 

pressures do not have a significant effect on strength (F = 2.3984, p - value = 0.1716). 

The variance component for batch is 0.743. A high percentage (73%) of the total 

variability is due to the batch-to-batch variability. 

I Effect Tests 
Sumo! 

Source Nperm DF Squares FRatto Prob > F 

Pressure 2 2 4.2238889 2.3984 0.1716 

I REML Variance Component Estimates 
v. 

IWIdom Effect Var R.llo Component SId Error "% Lower t5% Upper PCI 01 T0181 

Batch[PressureJ 2.7020202 0.7430556 0.5125044 .0.261435 1.7475457 72.988 
Residual 0.275 0.1296362 0.1301072 0.9165344 27.012 
Total 1.0180556 100.000 
·2 LogLikelihood .1.917470887 
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The plot of the residuals versus fits shows that the model is reasonable and the normal 

probability plot does not show a problem with the normality assumption. 

Probability Plot of Residual Strength 

89 

i 
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j 

-1 
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Chapter 6: Diagnostics for Leverage and Influence 

6.1 Observation 1 is identified as influential. It affects the coefficients for X3 and X5. 

6.2 No observations show up as influential. 

6.3 Observation 14 is identified as influential. It seriously affects the coefficients for X5 

and X6. 

6.4 No observations show up as influentiaL 

6.5 No observations show up as influential. 

6.6 No observations show up as influentiaL 

6.7 No observations show up as influential. 

6.8 Observations 50-53 show up as influential. 

90 

Download more at Learnclax.com



6.9 Observation 31 shows up as influential. 

~ ~ (X'X)-l x·e· 
6.10 Appendix C establishes that f3(i) - (3 = 1 _ h .. t t. Therefore, 

n 

_ (,8(i) - (3)' X'X (,8(i) - (3) 
Di - pMSRes 

_ Xi (X'Xr1 x'x (X'Xr1 Xie; 

- (1 - hii)2pMSRes 

_ ( e; ) (1) ( hi~) - AfSRes(1- hii ) p 1 -ii 

= !l ( h.i~ ) 
p 1 - 'ii 

6.11 Appendix C establishes 

[X'. X . ] -1 = (X'X)-l (X'X)-l XiX~ (X'X)-l 
(t) (t) + 1 - hii 
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Therefore, 

COVRATIOi 

(X(i)X(i») -1 S~) 
-

(X'X)-1 MSRes 

_ ~ , 1- ii [ 
2. 1 p (x~ (X'X)-1 Xi + xi (X'Xr1 XiX~ (X'Xr1 

Xi ) 

- MSRes xi (X'X) 1 Xi 

(note the determinants have been dropped because they are scalars) 

6.12 No observations show up as influential. 

6.13 The last observation shows up as influential. 

6.14 Observation 20 shows up as influential. 

6.15 Observations 2 and 4 show up as influential. 
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6.16 In looking at the plots of the residuals vs. the predictors, we can see a pattern with 

802. 

5catte<plot of Residual. VI PREOP, EDUC, NONWHITE, 502 

I 

PlU'CP I .DOC I • • 100 . . . 
. : :~:. r;. • ..,.; .. ,,"; .. ", 50 

• • • " ~'o ... •• • •••••••• , ' . ' 

. '. • " . -:: " . • ..: • • • • •• :: . -so 

1,00 2D NONWH:' ~. ' 10 50' 11 • " ·100 

" 
" ~~:.\ ... : '. : 

-I OO ..........,_~~_~--.'-,-:_~_~_-.,J 

10 20 30 40 0 100 200 300 

We take the log of 802 to obtain the model 

fj = 942 - 13.8EDUC + 3.34NONW H ITE + 1.67PRECI P + 34.3logS02 (Recall that 

NOX was not significant in our previous analyses.) The model is significant with 

F = 30.14 and p = 0.000 with an R2 = 68.7% and R~dj = 66.4%. The residuals 

look fine plotted against the fitted values and the individual regressors. None of the 

observations are influential. 

Versus F'rts 
(response Is MORT) 

Sc:atte<plot of Residual. VI PREOP, EDuc. NONWHITE, 1011502 

100 

50 

• .,s..: ". I • .... :':: . 
-50 

-100 

800 850 900 950 1000 1050 1100 
Fttted Value 
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6.17 For all three models, we transform the data using square roots of both t.he response 

and the regressors. For Life Expectancy, t.his gives t.he model, 

if = 8.67 - 0.0323sqrt(xl) - 0.00713sq1·t(:r2). F = 30.25 with p = 0.000, so the model 

is significant. R2 = 63.4% and R~dj = 61.3%. The residuals look fine, except for the 

outlier from observation 8. Observations 8, 21, and 30 are influential for each model. 

6.18 The regression analysis for the patient satisfaction data can be found in section 3.6 of 

the text and the residual analysis can be found in Exercise 4.26. The influence analysis 

for this regression indicates that. observations 9 and 17 are highly influential. 

6.19 From Exercise 5.20 we recognized that the analysis for the fuel consumption data 

requires an analysis on the difference in fuel consumption for buses versus trucks. 

See Exercise 5.20 for the regression analysis of these data. The residuals indicate 

observation 5 as a possible outlier. The influence analysis for t.his regression indicates 

that observation 5 is influent.ial for the model. 

6.20 The regression analysis for the wine quality of young red wines data can be found in 

Exercise 3.19 and the residual analysis can be found in Exercise 4.28. The influence 

analysis for this regression indicates that observations 28 and 32 are highly influential. 

6.21 The regression and residual analysis for the methanol oxidation data can be found in 

Exercise 5.7. To improve the model we took a log transformation of the response and 

reduced the model to only contain the significant predictor Xa. The influence analysis 

for this regression indicates that observation 1 is highly influential. 
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Chapter 7: Polynornial Regression Models 

7.1 Yes there are potential problems since the correlation (x, x2 ) = .995 

7.2 a. fj = 1.63 - 1.23x + 1.49x2 . 

b. F = 1.86 X 106 with p = 0.000 which is significant. 

c. F = 6:886 ~ 00 which is significant. 

d . Since it is a quadratic model, there can be potential hazards in extrapolating. 

7.3 There is a problem with normality . . The residuals seem to show that the model is 

adequate. 

Normal Probability Plot 
(response 1s y) 

7.4 a. fj = -4.5 + 1.38x + 1.47x2 . 

b. F = 1044.99 with p = 0.000 which is significant. 

95 
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c. F = 48.7 with p = 0.001 which is indicates lack of fit . 

d. F = 22~r = 9 which is significant and indicates the term cannot be deleted. 

7.5 There is an outlier which affects the normality and the residual plot which shows the 

model is not adequate. 

99 . 

Normal ProINIblllty Plot 
(response Is y) 

Versus Fits 
(,- Isy) 

. .. ................................... . 

95 : 

-20 

~ 20 -15 -10 .. 5 0 10 
I)-.oI R_1 

7.6 a. fj = 3025 - 194xl - 6.1x2 + 3 . 63x~ + 1.15x~ - 1.33xIX2. 

b. F = 177.17 with p = 0.000 which is significant. 

c. F = .46 with p = .73 which indicates there is no lack of fit. 

d. F = 2.21 which is not significant and indicates that the interaction term does not 

contribute significantly to the model. 

e. The quadratic term for X2 contributes significantly to the model while the quadratic 

term for Xl does not. 
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7.7 Observation 7 is influential which affects the plots. Normality looks pretty good and 

the residual plot is ok. 

.. 
90 .. 

JE 
JO 
20 

- 1.0 

Norma' Probability Plot 
(response Is y) 

0.0 
R .. kh .. t 

0.5 

7.8 a. fJ = 3.535 + .360P1(X) + .187 P2(x). 

1.0 

1.0 

0.5 

i : I 0.0 ................. . 

-0.5 

v ... usFlts 
(nosponse ~ y) 

- I.O '-.-~~~_~ ___ ~~_~---.J 

10 12 14 16 18 
FItt.d V ..... 

b. SSR(o.l, 0.2) = .360(118.71) + .187(24.66) = 47.31. The linear and quadratic terms 

account for all of the variation in the data. Thus, the cubic term is not necessary. 

7.9 a. To test Ho : /310 = /311 = /312 = 0 use F = SSR(/31O,/311,!JJ~~OO,/301 , /302)/3. 

b. Delete the term /3lO(X - t)0 . 

c. Also, delete the term /311 (x - t) 1 . 
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7.10 A complete second-order model was fit to the delivery time data in Example 3.1. The 

analysis was done on centered data. Insignificant regressors were removed from the 

model. 

The resulting regression equation is fj = 21.1 + 1.26 * (xnmn - 8.76) + 0.0136 * (Xdist -

409.28) + 0.0306 * (xnum - 8.76)2. 
Coefficient test statistic p-value 

f3num 6.70 0.000 
f3dist 4.36 0.000 

The regression indicates that the quadratic term 

f3~um 2.98 0.007 
for the number of cases of product stocked improves the model. 

7.11 A complete second order model was fit to the patient satisfaction data where the data 

have been centered. 

The regression equation is fj = 69.1 - 1.029 * (xage - 50.84) - 0.422 * (xsev - 45.92) + 

0.0031 * (xage - 50.84) * (xsev - 45.92) - 0.0065 * (xage - 50.84)2 - 0.0082 * (x sev - 45.92). 
Coefficient test statistic p-value 

f3age -5.54 0.000 
f3sev -1.95 0.067 

f3age*sev 0.14 0.892 
(32 -0.56 0.584 age 
f-l2 -0.44 0.663 fJsev 

There is no indication that it is necessary to add these second-order terms to the model. 
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7.12 a. Change the ranges to x ::; til t1 < X ::; t2, and x > t2' 

b. Delete the terms /31O(X - tt}° and /320(X - t2)0. 

c. Also, delete the terms /311 (x - tt}1 and /321 (x - t2)1. 

7.13 fj = 15.1 - .0502x + .0389(x - 200)1. Test Ho : /311 = 0, which gives a t = 6.53 and 

p = 0.000. The data do support the fit of this model. 

7.14 fj = 15.298 - .0516x + .325(x - 200)0 + .0373(x - 200)1. Test Ho : /310 = 0, which gives 

a t = 0.79 and p = 0.456. There is rio change in the intercept but a change in the 

slope. 

7.15 The variance inflation factors are 4.9 which do not indicate a multicollinearity problem. 

7.16 a. The variance inflation factors are 19.9 which indicates there is a multicollinearity 

problem. 

b. The variance inflation factors are 1.0 which indicates there is not a multicollinearity 

problem. 

c. Many times centering can remove the multicollinearity problem. 
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7.17 a. The data are nonlinear. 

fitted Un. Plot 
y . - 35.67 + 2.713 x 

160.----------------, r.---,;-~ 
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b. This also shows the data is nonlinear. 

Scatterplot of Y vs FITS1 
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c. There is a quadratic pattern. 

I 

Versus F"1tI 
( ......... ~y) 

i ' +_~ __________________________________ _ 

-1 

~ ~ w ~ _ rn ~ 

fitted V.IUII 

d. fj = 20.1- 1.47x + .059x2. The test on the quadratic term is F = lr~~58 - 106.62 

which is significant. 

e. Yes, the second order model fits better. 

f"otted Une Plot 
y = 20.10 ~ 1.470)( 

+ 0.05975 .··2 
160..-------------, r.--,-;~ 

140 
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7.18 a. fj = -1.77 + .421xl + .222x2 - .128x3 - .0193xi + .007x~ + .0008:r~ - .019xIX2 + 

.009XIX3 + .003X2X3· 

b. F = 19.63 with p = 0.000 which is significant. All are non-significant. 

Coefficient test statistic p-value 
(31 1.43 0.172 
(32 1.70 0.108 
(33 -1.82 0.087 

(311 -1.15 .267 
(322 -.62 .545 
(333 .57 .575 
(312 -1.63 .118 
(313 1.20 .247 
(323 .37 .719 

c. There are several outliers which affect normality and the residual plot. 

" 90 ... .. 
IE 

JO ,. .. 

10 

-) 

Normal Probability Plot 
("""""",~y) 

o 1 
Deleted Residue_ 

d F .035908~6 1 61 h' h . "fi . = .00371 =. w IC IS not sigm cant. 

~ 2 

1 1 .. 

Yenlus Fits 
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I 0 .............................. ......... : .. ~ ....... ' .......................... ._. 

- 1 

-2 

.) "'----~ 0.0 :------, 0:r-. 1 ------="0.2:------,0:':-.) ------="0 .. -:---0=--=--'.5 

FlUedValue 

7.19 The variance inflation factors are all very large indicating there is a serious problem 

with multicollinearity. 
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7.20 a. The predicted response at the point is fj = .2689 and a 95% confidence interval on 

the mean response at the point is (.2106, .3272). 

b. The predicted response at the point is fj = .2512 and a 95% confidence interval on 

the mean response at the point is (.2185, .2840). 

c. From the confidence intervals, it appears that the model without the pure quadratic 

terms might be better but the M S Res are basically the same. 

7.21 a. fj = -1709 + 2.02x - .00059x 2. 

b. F = 300.11 with p = 0.000 which is significant. 

c. F = ~b~2l = 55.18 which is significant. Both terms should be included in the 

model. 

d. There is a problem with normality and a possibility of nonconstant variance. 
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7.22 a. At x = 1750, the predicted response is fj = 14.8324 and a 95% confidence interval 

on the mean response at the point is (14.2841, 15.3808). At x = 1775, the predicted 

response is fj = 13.153 and a 95% confidence interval on the mean response at the 

point is (12.617, 13.6889). 

h. At x = 1750, the predicted response isfj = 14.303 and a 95% confidence interval 

on the mean response at the point is (12.888,15.718). At x = 1775, the predicted 

response is fj = 12.996 and a 95% confidence interval on the mean response at the 

point is (11.548, 14.444). The predicted values are closer to the actual values using the 

quadratic model. Also, the prediction intervals are shorter with the quadratic model. 
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Chapter 8: Indicator Variables 

8.1 /30, /32, /33, and /34 determine the intercept while the other parameters determine the 

slope. 

8.2 a. 

»"""'»: ~121+~25 

-- l~~;~~"+be".z;S 

105 

Download more at Learnclax.com



b. 

8.3 a. Let 

X3 = {~ if San Diego 
otherwise 

- t-eb, 
__ 1: ~~14::e04 

.... -"' ... ".. b~I.!I~I2\~ 

X - {1 ,4 - o 
if Boston 
otherwise 

Then fj = .42 + 1.77xl + .01lx2 + 2.29x3 + 3.74:r4 - .45x5' 

b N F 64.2/3 2 41 h' h . "fi . 0, = 8.9 =. w Ie IS not SIgl1l cant. 
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c. There is a problem with normality and a pattern to the residuals. 

Normal Probability Plot 
(response Is Delivery TIme, y) 

I ' 

Versu. Fits 
(response Is DeI1very TIme, y) 

I :+ ...... ,.,' ............................ , ............ ....................................... ~ ... :. ~ 

· 1 

·'~---'IC:-O -----',:co -c::30-''''':c---,SOc:------c::6Q-c:70:-----:c'SO 
fitted V. lue 

8.4 a. fj = 33.6 - .0457xl - .5Xll. No, the t = -.22 with p = 0.824 which is not significant. 

b. fj = 42.92 - .117xl -13.46xll + .082xIXll. There is a significant interaction between 

engine displacement and the type of transmission. When the transmission is automatic, 

fj = (42.92 - 13.46) + ( - .117 + .082)Xl = 29.46 - .035xl which indicates that on average 

for every increase of one cubic inch in displacement, miles per gallon decreases by .035. 

When the transmission is manual, fj = 42.92 - .117xl which indicates that on average 

for every increase of one cubic inch in displacement, miles per gallon decreases by .117. 

8.5 a. y = 39.2 - .0048xlO - 2.7xll. No, the t - -1.36 with p = 0.184 which is not 

significant. 

b. fJ = 58.1- .0l25xlO - 26.2xll + .009XlOXll. There is a significant interaction between 

vehicle weight and the type of transmission. When the transmission is automatic, 

fj = (58.1 - 26.2) + (-.0125 + .009)XlO = 31.9 - .0035xlO which indicates that on 

average for every increase of one cubic inch in displacement, miles per gallon decreases 
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by .0035. When the transmission is manual, fj = 58.1- .0125xlO which indicates that on 

average for every increase of one cubic inch in displacement, miles per gallon decreases 

by.0125. 

8.6 Let 

_ {I if X5 is negative 
X51 - O'f 0 1 X5 = 

{ 0 if X5 = 0 
X52 = 1 if X5 is positive 

This yields fj = 19.4 - .007X7 - .006xs + .46X51 + 2.33x52. The effect of turnovers is 

assessed by F = 225~166;2 = 2.04 which is not significant. 

{ 0 if X2 ::; t 
8.7 E(y) = S(x) = 1300 + f30lXl + f3n(Xl -' t)X2 where X2 = 1 if X2 > t . 

{o if X2 ::; t 
8.8 E(y) = S(x) = 1300 + f301Xl + f3lO X2 + f3n(Xl - t)X2 where X2 = 1 if X2 > t . 

8.9 
Yn 1 1 0 0 

Y12 1 1 0 0 

Y13 1 1 0 0 

Y21 1 0 1 0 
Y22 1 0 1 0 

Y31 X= 
1 0 0 1 

y= 
Y32 1 0 0 1 

Y33 1 0 0 1 

Y34 1 0 0 1 

Y41 1 0 0 0 

Y42 1 0 0 0 

Y43 1 0 0 0 

No, fio = fl. - fiL - f12. - fh = Y4., fil = iiI. - fh, fi2 = f12. - fh, fi3 = t13. - th· 
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8.10 a. Ylj = f30 + f3l + Clj, Y2j = f30 + f32 + C2j, Y3j = f30 - f3l - f32 + C3j which gives 

J.-Ll = f30 + f3l 

1£3 = f30 - f3l - f32. 

Therefore, J.-Ll + J.-L2 + 1£3 = 3f3o implying that f30 = /-tl + ttl + /-t3 = [t, f3l = J.-Ll - f30 = 

1£1 - [t, and f32 = 1£2 - f30 = J.-L2 - [t. 

b. 
Yll 1 1 0 
Y12 1 1 0 

YIn 1 1 0 
Y2l 1 0 1 
Y22 1 0 1 

y= X= 

Y2n 1 0 1 

Y3l 1 -1 -1 

Y32 1 -1 -1 

Y3n 1 -1 -1 

c. 

SSR(fJo, fJl, fJ2) = ~/X/y 

= ('.ii.. ii Y-'.I ,:/1. - .. ( 
Y.. ) 

ih - iI. ) Y1. - Y3. 
Y2. - Y3. 

= Y..if. + (Y1. - Y3.)(fh. - if.) + (Y2. - Y3.)(fh - y..) 

= Y1.Y1. + Y2.Y2. + Y3.Y3. 

which is the same as the usual sum of squares. 
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8.12 a. Since Yijk = 1-£ + Ti + "Ij + (T"I)ij + Cijk for i = 1,2, j = 1,2 and k = 1,2, we get 

YUk = J-L + Tl + "11 + (T"Ihl + Cllk 

Y22k = 1-£ + T2 + "12 + (T"Ih2 + C22k 

Let 

{ -I 
Xl = 1 

b. 

if level 1 of treat type 1 
if level 2 of treat type 1 

Ylll 

Y1l2 

Y12l 

Y122 X= Y= 
Y211 

Y2l2 

Y22l 

Y222 

{ -I 
X2 = 1 

1 -1 -1 
1 -1 -1 
1 -1 1 
1 -1 1 
1 1 -1 
1 1 -1 
1 1 1 
1 1 1 

if level 1 of treat type 2 
if level 2 of treat type 2 

1 
1 

-1 
-1 
-1 
-1 
1 
1 

c. To test Ho : Tl = T2 = 0 obtain the sum of squares for the first treatment type 

and form the ratio F = tiff A . Do the same for the other treatment type and the 
Res 

interaction. 

8.13 a. fj = 8.32+1.12x4 -1.22rl -2.76r2' The region does have an impact, F = 30.~~1/2 = 

19.35. 
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b. There is a slight departure from normality. 

-2 

Normal Probability Plot 
(response ~ Quality) 

- I 

c. There are 2 outliers: observations 12 and 25. 

-I 

Versus Fits 
(response I, Quality) 

-2 

~-o--~ IO -- I~I -- I~2~ 1~3 ~ 1~'~ 1 ~5--lc . ~ '7 
Fitted V.IUII 

d. fj = 10.1 + .796x4 - 3.381'1 - 6.2&1'2 + A03x4Tl + .714x41'2' No, the model is not 

superior to the model in part a. 

8.14 The model in question 8.13 is superior. 

Model R2 
Problem 8.13 80.9% 
Problem 8.14 61.9% 

MSRes 

0.800 
1.584 

Region is Significant 
Yes 
No 

N onconstant Variance 
No 
Yes 

8.15 Because LifeExp is the average between the male and female life expectancy, to predict 

average life, we can let 

{ -I 
Xl = 1 

if female 
if male 

Also, recall from Problem 6.17 that a transformation was needed. If we again use the 

square roots of the response and the regressors, the model is 
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y* = 8.67 + 0.154xl - 0.0326sqrt(x2) - 0.00704sqrt(x3), with F = 45.05 andp = 0.000. 

R2 = 65.2% and R~dj = 63.8%. lv/SHes = 0.0935. Observations 8, 21, 30, 46, 59, and 

68 are influential, as before, and considering this, there are no problems with the resid-

ual plots. This is very close to our model for average expected life from Problem 6.17: 

y* = 8.67 - 0.0323sqrt(x2) - 0.00713sqrt(x3) with MSRes = 0.0902 but includes the 

adjustment for gender, so all three responses can be fit with a single model. 

8.16 The response variable INHIBIT was transformed by taking the square root due to 

problems with nonconstant variance in the original model. Let 

x = {O if Surface 
2 1 if Deep 

The model is Y* = -0.264 + 121xl + 2.25x2. F = 11.45 with p = 0.001. R2 = 62.1% 

and R~dj = 56.6%. No observations are influential, and the residual plots confirm the 

assumptions are not violated. 

8.17 Adding the indicator variable has not improved the model. There is no evidence 

to support the claim that medical and surgical patients differ in their satisfaction as 

evident by the fact that the indicator variable is insignificant (t = 0.48 and p-value = 

0.633). 

The regression equation is fj = 140 - 1.06xage - 0.441xsev + 1.99xsur-med. 

Coefficient 
f3age 
f3sev 

f3sur*med 

test statistic 
-6.51 
-2.42 
0.48 

p-value 
0.000 
0.025 
0.633 
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8.18 The addition of the indicator variable to the fuel consumption data does not seem to 

improve the analysis. In the analysis the only variable that significantly impacts fuel 

consumption is the initial boiling point :£5. The analysis below shows that adding the 

indicator variable is not a significant additional to the model. The proper analysis of 

these data is given in Exercise 5.20. 

The regression equation is fj = 413 - 4.25x1 - 0.264:£5. 

Coefficient 

/31 
/35 

test statistic 
-1.09 
-2.76 

p-value 
0.295 
0.016 

8.19 The model for the wine quality data was reduced to find significant predictors. The 

only significant predictor turned out to be wine color :£5. When the indicator for wine 

variety was added to the model, the variable was not significant at the 0.05 level with 

a p - value = 0.17. For this data we will also not.e that there was a strong problem 

with multicollinearity, so we are hesitant on the accuracy of this model. 

The regression equation is fj = 12 - 0.628xl + 0.850X5. 

Coefficient test statistic 
-1.41 
5.59 

p-value 
0.170 
0.000 

8.20 The regression for the methanol oxidation data was complet.ed in Exercise 5.7. The 

indicator for reactor system was already included in the regression model. Exercise 5.7 

concludes that the indicator variable is not significant for the t.ransforllled model. 
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Chapter 9: Multicollinearity 

9.1 a. The correlation between Xl and X2 is .824. 

b. The variance inflation factors are 3.1. 

c. The condition number of X'X is /'i, = 40.68 which indicates that multicollinearity 

is not a problem in these data. 

9.3 The eigenvector associated with the smallest eigenvalue is 

Eigenvector 
-0.839 

0.081 
0.437 
0.117 
0.289 

All four factors contribute to multicollinearity. 

9.5 There are two large condition indices in the non-centered data. In general, it is better 

to center. 

Condition 
Number Indices Xl X2 X3 X4 

1 1.000 .00037 .00002 .00021 .00004 
2 7.453 .01004 .00001 .00266 .0001 
3 14.288 .00058 .00032 .00159 .00168 
4 109.412 .05745 .00278 .04569 .00088 
5 62,290.176 .93157 .99687 .94985 .9973 
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9.7 a. The correlation matrix is 

Xl X2 X3 X6 X7 Xs Xg XlO 

X2 0.945 

X3 0.989 0.964 

X6 0.659 0.772 0.653 

X7 -0.781 -0.643 -0.746 -0.301 

Xs 0.855 0.797 0.864 0.425 -0.663 

Xg 0.801 0.718 0.788 0.316 -0.668 0.885 

XlO 0.946 0.883 0.943 0.521 -0.718 0.948 0.902 

Xu 0.835 0.727 0.801 0.417 -0.855 0.686 0.651 0.772 

which indicates that there is a potential problem with multicollinearity. 

b. The variance inflation factors are 

Regressor VIF 
Xl 117.6 
X2 33.9 
X3 116.0 
X6 4.6 
X7 5.4 
Xs 18.2 
Xg 7.6 

XlO 78.6 
Xu 5.1 

which indicates there is evidence of multicollinearity. 

9.9 The condition indices are 
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1.00 
9.65 

61.93 
126.11 

2015.02 
5453.08 

44836.79 
85564.32 

. 5899200.59 
8.86 x 1012 

which indicate a serious problem with multicollinearity. 

9.11 The condition number is Ii = 24,031.36 which indicates a problem with multicollinear-

ity. The variance inflation factors shown below indicate evidence of multicollinearity. 

Regressor VIF 
Xl 3.67 
X2 7.73 
X3 19.20 
X4 7.46 
X5 4.69 
X6 7.73 
X7 1.12 

9.13 The condition number is Ii = 12400885.78 which indicates a problem with multi-

collinearity. The variance inflation factors shown below indicate evidence of multi-

collineari ty. 

Coefficient test statistic p-value VIF 
-0.88 0.408 1.00 
0.16 0.874 1.901 
0.35 0.734 168.467 

-0.19 0.854 43.104 
-0.47 0.655 60.791 
-0.12 0.911 275.473 
-0.10 0.925 185.707 
-0.23 0.822 44.363 
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9.15 The condition number is /'i, = 286096.79 which indicates a problem with lllulticollinear-

ity. The variance inflation factors shown below indicate evidence of lllulticollinearity, 

especially X2 and X3' 

Coefficient test statistic p-value VIF 
/31 3.09 0.009 1.519 
/32 5.70 0.000 26.284 
/33 3.91 0.002 26.447 
/34 0.21 0.840 2.202 
/35 -0.21 0.833 1.923 

9.17 a. Using k = .008 gives a model with R2 = 97.8% and JAlSRes = .041. 

b. Without the use of ridge regressioh it is .0196 and with ridge regression it is .0218, 

which is an increase of about 11 %. 

c. Both are good models. 

9.19 a. The ridge trace leads to k = .18, but the resulting model is not adequate. 

b. Without the use of ridge regression it is 0.00104 and with ridge regression it is 

0.56265, which is an increase of about 540%. 

c. Without the use of ridge regression it is 99.2% and with ridge regression it is 43.7%, 

which is an decrease of over 50%. 
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9.21 a. Principal components regression yields R2 - 96.5% while least squares yields 

R2 = 98.2%. The loss is minimal at around 2%. 

b. The coefficient vector is reduced to one term. 

c. The principal components model has virtually the same R2 but has a higher 

SSE = 0.0351 compared to the SSE = 0.0218 with the ridge model. 

9.23 a. The variance inflation factors are given below. 

Regressor VIF 

PRECIP 2.0 
EDUC 1.5 
NONWHITE 1.3 
NOX 1.7 
802 1.4 

The correlation matrix is 

PREC EDUC NONWHITE NOX 

EDUC -0.490 

NONWHITE 0.403 -0.209 

NOX 

S02 

-0.486 0.230 

-0.107 -0.234 

There is no evidence of multicollinearity. 
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b. The ridge trace shows fiat lines. 

-5.0 

· 10 .0 

· 1 2 .5 

! R.M5E 
! 37.091 

- 1 5.1) ." T X .. ~= .. :.?; - +(- -'*'.7 .. ~.:- .. ::~ .. :: .. ~.- -~ -'~::1~* - )( ': ._::~:" i)(_. - ~ : _ ;_ ~ - "X' :._~ __ ..i 

0 .005 0 .0 10 0 .0 15 0 .020 0 .025 0 .030 0.035 0 .04 0 

Plot i t- -+ Pocip 
8-1: tJ NOX 

)«< )0: l:OlJC 
<$ -~ ~") 502 

- --..;. - NON\"'.' Hfn ; 

c. The ridge trace indicates k = 0, therefore the estimates of the coefficients for ridge 

and OLS are the same. 

d. Principle-component regression gives 

Eigenvalue 1.9648 1.4736 0.8348 0.4062 0.3206 
Proportion 0.393 0.295 0.167 0.081 0.064 
Cumulative 0.393 0.688 0.855 0.936 1.000 

Variable PC1 PC2 PC3 PC4 PC5 

PRECIP -0.641 0.007 0.093 0.038 0.761 
EDUC 0.490 -0.305 0.551 0.510 0.323 
NONWHITE -0.345 0.410 0.750 0.011 -0.387 
NOX 0.471 0.484 0.167 -0.596 0.401 
S02 0.095 0.710 -0.312 0.619 0.080 
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The principal components regression accounts for 85.5% of the variation with three 

variables while OLS (and ridge regression since k=O) accounts for only 67.5% of the 

variation in the model with five variables. 

9.25 The shrinkage is on the scale versus the location. 

9.27 You cannot find the k that minimizes E(Ln because the k does not depend on j. Thus 

the sums will not collapse making it impossible to isolate k (see problem 9.24). 

9.29 Attempting to shrink only the independent variables that are contributing to the 

multicollinearity instead of shrinking the entire vector of independent variables will 

introduce less bias. However, shrinking only a subset of the regressors can create new 

problems and one must be sure of the subset they are choosing to shrink. It is still 

better to use ordinary ridge regression. 
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Chapter 10: Variable Selection and Model Building 

10.1 a. With a = 0.10, the model chosen is y = 130 + f32 x 2 + f37 X 7 + f3sxs + €. 

b. With a = 0.10, the model chosen is y = 130 + f32X2 + f37 X 7 + f3sxs + €. 

c. With aIN = 0.05 and aOUT = 0.10, the model chosen is y = 130 + f32 X 2 + f37X7 + 

f3sxs + €. 

d. The three procedures chose the same model. 

10.3 The choice of cut-off values is to prevent the circular addition-subtraction of the 

variables. 

10.5 a. The model involves just Xl with R; = 75.3%, Cp = -1.8 and JlvISRes = 3.12. 

b. Stepwise leads to the same model involving just Xl. 

10.7 When FIN = FOUT = 4.0, the model involves only X6. However, when FIN = FOUT = 

2.0, the model involves X6 and X7. 

10.9 The model involves Xl, X2, X3, and X4 with R~ = 95.3%, Cp = 5 and JlvISRes = .002. 
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10.11 The model is y = 130 + f31X1 + f32X2 + f34x4 which has a PRESS = 85.35 and R~red = 

96.86%. 

10.13 a. From Section 3.7, we get {3 = (W'W)-l W 'yO with W'W = (r~2 r~2). There-

1 ( 1 _1 r2 1 ~~2 ) ~ 2 
fore, (W'W)- = -r 12 1 12 which means that Var(f3i) = 1 a 2 . 

-::--~l~r 2 - r12 
1 - r12 1 - r12 

b. Since we are fitting a model with only one regressor, the W'W is the scalar 1. 

Thus its inverse is also the scalar 1 and the Var(.8d = a2. 

c. We have seen from problem 3.31 earlier that in general E({31) = f31+(X~X1)-1 X~X2,82. 

For this problem, we have only 2 parameters and we are using the correlation form of 

the variables. Thus, E(.81) = 131 + r12f32 since the WI'S are the scalar 1 and W 2 is the 

scalar r12. 

d. MSE = Var(.81) + [E(.81) - f3d 2 = a2 + r?2f3~. For.81 to be preferable, we need 
~ ~ 2 

MSE(f3d < Var(f3i) which can be written as satisfying f3~ < 1 a 2 . 
- r12 

10.15 Stepwise produces the model with X4, X5, r1 and r2 which is the model with the lowest 

Cp from 9.14 part a. 

10.17 The model with SOAKTIME and DIFFTIME is selected with Cp = 2.8. There is a 

slight departure from normality and the several outliers and influential points. 
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10.19 The model with DIFFTIME, Xl and X2 is selected with Cp = 4.7. There is still a 

slight departure from normality and the several outliers and influential points. 

10.21 The model with Xl, X3, Xs and X6 is selected with Cp = 5.6. There is a departure 

from normality in the tails but the residual plot show the model is adequate. There 

are a couple of outliers. 

-2 

Nomilll Probability Plot 
(response Is v) 

-1 0 
DeMted ReUclul 
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10.23 The confidence intervals for the model in 10.21 are narrower than those for 10.22. 

Also, the value for the PRESS statistic is smaller, 31685.4 compared to 34081.6. 

10.25 Stepwise produces the same model as 10.24. 

10.27 a. The model with Xl, X2, X3 and X4 is selected (Cp = 4.3) which is the same model 

as in 10.24. 

b. Stepwise produces the same model. 

c. The confidence intervals for the new data set without observation 2 are narrower 

than the one from 10.26. The large residual from observation 2 increased M S Res which 

in turn widened the confidence intervals in 10.26. 

10.29 a. As in Section 10.4, we will use the log of the response and the log of viscosity for 

the model. For Run 0, performing best subsets produces the following table. 

Variables R-sq R-sq(adj) Mallow's Cp S Log(xd X2 X3 X5 X6 

1 64.7 62.2 6.7 0.12703 X 
1 20.1 14.4 30.2 0.19113 X 
2 75.2 71.4 3.1 0.11043 X X 
2 67.6 62.6 7.1 0.12635 X X 
3 78.3 72.8 3.5 0.10769 X X X 
3 76.5 70.7 4.4 0.11191 X X X 
4 80.2 73.0 4.5 0.10737 X X X X 
4 79.3 71.8 4.9 0.10972 X X X X 
5 81.1 71.6 6.0 0.11006 X X X X X 
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From this, we would choose the model with 3 variables, LOg(Xl), X2, and X6, which are 

Log(Visc), Surface, and Voids, respectively. This gives the prediction equation 

-Log(y) = -1.54 - 0.507Log(xd + 0.454:r2 + 0.109x6. 

For Run = 1, we get the following table from best subsets regression. 

Variables R-sq R-sq(adj) Mallow's Cp S Log(xd X2 X3 X5 X6 

1 59.7 56.6 6.3 0.16536 X 
1 21.6 15.5 22.6 0.23060 X 
2 71.3 66.5 3.3 0.14527 X X 
2 68.4 63.1 4.6 0.15239 X X 
3 77.2 71.0 2.8 0.13522 X X X 
3 74.6 67.6 3.9 0.14278 X X X 
4 78.1 69.3 4.4 0.13901 X X X X 
4 77.8 68.9 4,5 0.13999 X X X X 
5 79.0 67.4 6.0 0.14335 X X X X X 

From this, we choose a 3-variable model including Log(xd, X3, and X6, which are 

Log(Visc), base, and voids, respectively. The prediction equation is 

-Log(y) = -2.06 - 0.613Log(xd + 0.485x3 + 0.187x6. 

b. When we look at the separate runs, we see different regressors are most appropriate. 

While Log(Visc) and Voids are significant in both models, the percentage of asphalt in 

the surface course (X2) is significant only in the first run (X4 = 0). Also, the percentage 

of asphalt in the base course (X3) is significant in the second run (X4 = 1) but not the 

first. 

c. 
Model R2 

Adi MSRes Cp 
Run = 0 72.8% 0.01160 3.5 
Run = 1 71.0% 0.01828 2.8 

Section 9.4 95.3% 0.09150 2.9 

The model in Section 10.4 has more predictive power, but greater error than the models 

126 

Download more at Learnclax.com



created for the two runs. Because the indicator variable for Run (X4) was determined 

to not be significant in the model in Section 10.4, we would not expect an advantage 

in modeling the runs separately, other than this decrease in error. 

10.31 The model with age and severity is selected (Cp = 2.0) from the all-possible-regressions 

selection. This same modal is selected from stepwise regression. An analysis of this 

data can be found in Section 3.6. 

10.33 

The all-possible-regressions selection on the wine quality of young red wines produced 

multiple candidate models. We first chose to look at a 6 regressor model (Xl, X2, X3, 

X4, X5, xs) with a Cp = 5.7, R2 = 66.6, R~dj = 58.5, and s = 1.1403. 

The VIF's still indicate a problem with multicollinearity between X4 and X5. Without 

any advice from a subject matter expert, the decision was made to remove X4 from 

the model. This results in a slight increase in s, but this is preferred since the model 

no longer suffers from the multicollinearity problem. The residual analysis does not 

indicate any problems with model adequacy. 

Stepwise regression suggested the simple linear regression model only containing X5. 

The fit criteria for this model include s = 1.27181, R2 = 50.1 % and R~dj = 48.4%. 
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Chapter 11: Validation of Regression Models 

11.1 a. PRESS = 87.4612 with 

2 = 1 - PRs'SETSS R pred 

- 1 87.4612 
- - 326.964 

= 73.25% 

The predictive power is not bad. 

b. fj = -8.5.004x2 + .28x7 - .005X8 

y fj 
10 5.83 
11 8.84 
11 12.07 
,4 0.73 
10 7.46 
5 2.82 

The model does not predict very well. 

c. The model does a good job predicting these observations. 

City Y fj 
Dallas 11 10.71 
Los Angeles 10 12.25 
Houston 5 5.29 
San Francisco 8 8.42 

11.3 PRESS = 70.82 with R~red = 59.5% which agrees with problem 11.2 that the model 

does not predict well. 

11.5 a. fjp = 4.42 + 1.53xl + .012x2. 
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b. fie = 3.51 + 1.39xl + .016x2' The models are similar which indicates the overall 

model should be valid. 

c. The model predicts fairly well and is consistent with Example 11.3. 

11.7 PRESS = 337.37 with R~red = 72.74% which indicates that the predictive perfor­

mance of the model is not bad. 

11.9 The model is not predicting very well. 

y Y 
18.9 12.43 
18.25 14.52 
34.7 23.09 
36.5 22.33 
14.89 5.26 
16.41 16.89 
13.9 11.67 
20.0 19.22 

11.11 The standard errors are larger in the estimation set. 

Problem 15.11 Problem 3.5 
Coefficient Standard Error 

2.409 
0.009 
0.936 

Coefficient Standard Error 
1.535 
0.006 
0.671 

11.13 The DUPLEX algorithm is probably not efficient for large sample sizes since (~) is 

going to very large. 
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11.15 From Appendix C, we get 

(X'. X. )-1 = (X'X)-l (X'X)-lXiX~ (X'X)-l 
(z) (z) + 1 - h .. 

n 

If we postmultiply the above by Xi we get 

(XCi)X(i») -1 Xi = (X'X)-l Xi + (X'Xr1 ~i~~~;'Xr1 Xi 

_ (X'Xr1Xi 
- 1 - hii 

Now, we will postmultiply the result from Appendix C by X'Y 

( , )-1, = (X'X)-l X' + (X'Xr1 XiX~ (X'X)-l X'Y 
X(i)X(i) X Y Y 1 - hii 

(X' X )-1 [X' ] = ~ + (X'X)-l XiX~~ (i) (i) (i)Y(i) XiYi 1 - hii 

(X' X ) -1 X' (X' X ) -1 _ a + (X'Xr 1 
Xifji 

(i) (i) (i)Y(i) + (i) (i) XiYi - fJ 1 - hii 
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b. The fitted model is fj = -302+ 1.11xl +5.32x4 + 1. 56x5 -13.3x6 with R~red = 99.62% 

which indicates the model is adequate and predicts very well. 

11.19 a. R~red = 75.81% 

-2 
b. R pred = 77.45% 

c. R~red = 78.04% 

d. All three parts produce relatively the same value for R~red' 
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Chapter 12: Introduction to Nonlinear Regression 

12.1 As ()2 decreases, the curve becomes steeper. 

200,------------, r--=o:=--, 

150 

o J 

D.O 0.2 0.4 0.6 0.8 1.0 
X·D8tII 

12.3 As ()3 increases, the curve becomes steeper. 

10 

20 60 80 100 
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12.5 a. As ()2 decreases, the curve becomes steeper. 

b. As x -+ 00, E(y) -+ 1. 

c. When x = 0, E(y) = (}l exp{ -()2}. 

~ 
0.6 

.;,.. 0.1 

0.2 

0.0 .. ...... ..... . ., ~ .. .i. 

/ 

I 
;" 

f 

10 

12.7 a. This is an intrinsically linear model. 

:tJ = [(}l e82 +(hx ] E 

In(y) = In((}d + ()2 + (he + In(E) 

b. The model is nonlinear. 

c. The model is nonlinear. 

d . This is an intrinsically linear model. 

y = [(}l(xd02 (X2)03] E 

e. The model is nonlinear. 
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12.9 fj = - .121x2 + 1.066e.4928J:l. An approximate 95% confidence interval for fh is 

(-1.027, .785). Since this interval contains 0, we conclude there is no difference in 

the two days. 

12.11 a. 

Scatterplot of yi vs xi 
0.50 

• 
0 .... .. 
0 .... • • 

• .. .. 
~ 0.44 .. .. .. .. .. 

0.42 .. .. .. .. .. .. .. 
0.40 . .. .. .. .. .. .. .. .. 
0.38 .. .. 

10 15 20 25 30 3S 40 45 
xl 

b. fj = .3896 - (-.2194)e-·o992x. The starting values were obtained by plotting the 

expectation function . 

c. F = 141.55 with p =< 0.0001 which is significant. 

d. An approximate 95% confidence interval for (Jl is (.3778, .4014). An approximate 

95% confidence interval for (J2 is (-.2828, -.1560). An approximate 95% confidence 

interval for (J3 is (.0626, .1357). (J2 is not different from zero. 

e. The residuals show that the model is adequate. 
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b. F = 422.93 with p = 0.000 which is significant. Both variables appear to have 

important effects. 

c. The residual plots are better than in 12.12. The model seems adequate. 

d. The nonlinear model. 

12.15 a. There is a nonlinear pattern. 

800 ~----------------------~ 

700 
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soo 

8. 400 
~ 

300 

200 

100 

o • 

280 300 320 340 360 380 
temp 
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b. There is a problem with normality and a nonlinear pattern in the residuals. 

The regression equation is vapor = -1956 + 6.69temp. 

.. 
to 

III 

.. J . ~ 
«> . 

" 10 · 

10 

-3 -2 

No rmal P ....... b llity Plot 
(response Is vapor) 

-. 

Residuals Versus F"ttted Values 
(response Is vapor) 

100 200 300 400 500 600 
fitted V.I .... 

c. There is a slight improvement in the model. However, there contiues to be a 

problem with normality and a nonlinear pattern in the residuals. 

The new regression equation is In(vapor) = 20.6074 - 5200.76(1/temp) 
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d. The appropriate nonlinear model is vapor = Boe(h (l/temp). The estimated coefficients 

are Bo = 576741131 and Bl = -5050. We still notice a pattern in the residuals. 

Normal Probability Plot 
(response Is vp) 

~ ,-----------------------~~ 

" 
" 
80 

IE 
JO 

>G . 

10 

-3 -2 -1 
ResldUilI 

1.5 

1.0 

0.5 

Versus Fits 
(response Is vp) 

I 0.0 ·························· ··· 

" -0.5 

· 1.0 

-1.5 

100 200 300 400 sao 600 700 800 
fitted V.I ... 

Note: To determine starting values, the nonlinear equation was linearized and the 

estimates from simple linear regression on a subset of the data were used as starting 

values. Another way for determining the starting value for Bl would be to use the 

chemical theory that the heat of vaporization (H v) for water is H v = 9729cal / mole. 

The ideal gas constant (R) is R = 1.9872cal/moleo K. Therefore,a starting value for 

Bl is 1ft = 4895.8. 

e. The simple linear regression models differ from the nonlinear model in terms of the 

error structures. We prefer the nonlinear model because it appears to be a better fit to 

the data. However, there is a still a problem with the residuals because the chemical 

theory assumes an idea gas and that assumption is violated with real data. 
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Chapter 13: Generalized Linear Models 

13 1 a 1i' = 1 . . 1 + e(-6.07+.0177x) 

b. Deviance = 17.59 with p = 0.483 indicating that the model is adequate. 

c. OR = e-·OI77 = .9825 indicating that for every additional knot in speed the odds of 

hitting the target decrease by 1.75%. 

d. The difference in the deviances is basically zero indicating that there is no need for 

the quadratic term. 

13.3 a. 1i' = 1 + e(-514+.0015X) 

b. Deviance = .372 with p = 1.000 indicating that the model is adequate. 

c. The difference in the deviances is Dev(x) - Dev(x, x 2 ) = .372 - .284 - .088 

indicating that there is no need for the quadratic t.erm. 

d. For Ho : /31 = 0, the Wald statistic is Z = -.42 which is not. significant. For 

Ho : /32 = 0, the Wald statistic is Z = -.30 which is not significant. 

e. An approximate 95% confidence interval for /31 is (-.0018, .(033) and an approxi­

mate 95% confidence interval for /32 is (7.15 X 10-7,5.27 x 10-7). 

b. Deviance = 14.76 indicating that the model is adequate. 
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c. For fJ1, we get 0 R ~ 1 indicating that the odds are basically even. For fJ1, we 

get OR == 3.52 indicating that everyone year increase in the age of the current car 

increases the odds of purchasing a new car by 252%. 

d - 1 ro 
. 7r = 1 + e(12.35-.0002(45000)-1.259(5)) = . 

e. The difference in the deviances is Dev(x1' X2) - Dev(x1' X2, X1X2) = 14.764-10.926 

= 3.838 indicating that the interaction term could be included. 

f. For Ho : (31 = 0, the Wald statistic is Z = -.26 which is not significant. For 

Ho : (32 = 0, the Wald statistic is Z = -.80 which is not significant. For Ho : (312 = 0, 

the Wald statistic is Z = 1.13 which is not significant. 

g. An approximate 95% confidence interval for (31 is (-.0005, .0004), an approximate 

95% confidence interval for (32 is (-10.827,4.555) and an approximate 95% confidence 

interval for (312 is (-.0001, .0003). 

b. Deviance = 37.92 indicating that the model is adequate. 

c. This indicates that X3 should be removed. 

d. Consider 0: = 0.05 for all tests. For Ho : (31 = 0, the Wald statistic is Z = 1.73 

which is not significant. For Ho : (32 = 0, the Wald statistic is Z = 5.08 which is 

significant. For Ho : (33 = 0, the Wald statistic is Z = .13 which is not significant. For 

Ho : (34 = 0, the Wald statistic is Z = 1.87 which is not significant. 
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e. An approximate 95% confidence interval for /31 is (-.0031, .0002), an approximate 

95% confidence interval for /32 is (.0384, .0867), an approximate 95% confidence in­

terval for /33 is (-.012, .0079), and an approximate 95% confidence interval for /34 is 

(-.0592, .0014). 

13.9 Normality seems to be satisfied but there is a pattern to the residuals . 

• Studentized Deviance Residual by Predicted 
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13.11 Normality seems to be satisfied and the residual plot show that the model is satisfac-

tory. 

5catterplot of DRE51 va EPROl 
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0.2 

0.1 

i 0.0 .. 
-0.1 

-0,2 

-0.3 '--=':0,2---'0:'::-,3 ---: 0 .~4 ---::'"0.5::-----:":0.6---,0:'::-.7 ---:0 . .,,-'8 

EPR01 

Probability Plot of DRE51 
NonnaI - 9S'*' a 

0.25 0'.50 0.75 

AT 
13.13 f(y, r, A) = a(Ol, 02)b(y) exp{L: Cj(Ol, 02)dj (y) gives a(Ol, O2) = r(r)' b(y) = y-l, and 

L: Cj(Ol, O2 ) = -AY + 1' ln(y). 

13.15 Another way to write the exponential family is 

f(y; 0) = B(0)eQ(8)R(y) h(y) 

For the negative binomial, if replace (1 - n)Y by e1og(1-7l')Y we get 

B(O) Q(O) R(y) h(y) 
nO log(1 - n) y (Y~~~l) 

13.17 There is no need to rework the problem since all of the regressor were important. 

141 

Download more at Learnclax.com



13.19 Both plots look good and indicate the model is adequate. 

0.10 

J ::: 
~ -O.os 

1-0010 
-o.1S 

Deviance Residual vs Predicted Value 

-o.2°-c,----,,-----c--.,-6 -'. --:':10---,,12,----'''C-----.,.;16 
Predkted V.lue 

13.21 Look at 

Probability Plot of Devizmce Residual 
Normal - 95% CI 

fj(Xl + 1) - fj(xd = iJo + iJ1(X1 + 1) + iJ2 X2 + iJ12(:C1 + 1)(x2) - (iJo + iJl(xd + iJ2X2 + iJ12X1X2) 

~ ~ 

= 131 + 1312 X2 

Therefore, OR = ef31+f312X2 which includes the estimated interaction coefficient and X2 

has to be fixed . 

13.23 The logit model from Problem 14.5 is 7T= 1 
1+e (7.047 0.00007xl 0.9879x2)· 

G = 6.644 with p-value = 0.036, D = 18.3089 with p-value = 0.306. 

The probit function is ~ 1 
7T = 1+e(4.3GO-0.000046xl -0.609!lX2 . 

G = 6.771 with p-value = 0.034, D = 18.1819 with p-value = 0.313. 

The complimentary log-log model is ~ 1 
7T = 1+e (5.737-0.000057xl 0.7219.r2). 

G = 6.871 with p-value = 0.032, D = 18.0827 with p-value = 0.319. 

The likelihood ratio tests all show model significance for the three links. Also, the 

goodness of fit tests using the deviance show the models are very similar. This is to 

be expected since for small sample sizes, the three models do not show meaningful 

differences. 
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13.25 a. Using the logit function, if = l+e (-lO.87;+O. 17l3X l)' 

The model fits the data well. 

G=5.944 with a p-value of 0.015 and D=15.7592 with p-value=0.398. 

Scatterplot of At Least One O-r, EPROl vs Temperature at L 
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• At least One O-ring Failure 

- Expected Probability 

b. OR = 0.84 This implies that an additional degree (Fahrenheit) of temperature 

decreases the odds of o-ring failure by 16%. 

c. if = 0.9097 at 50 of. 

d. if = 0.1221 at 75 of. 

e. if = 0.9962 at 31°F. There is danger in extrapolating beyond the range of tem-

peratures used in the model, but we can see from the graph of estimated probabilities 

and from the calculated values in parts c and d that the probability of failure at this 

low temperature is very high. 
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f. The deviance residuals are shown below. 

Temperature (F) Deviance Residual 

53 
56 
57 
63 
66 
67 
68 
69 
70 
72 
73 
75 
76 
79 
80 
81 

There may be some problems with the model. 

Delta Deviance v ........ Probability 

o .... 
M U U U U U U U U M 

_ 11ty 
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0.35569 
0.56743 
0.65666 
1.60629 
1.05038 
3.00090 
0.78648 
0.67896 
5.99277 
0.43192 
0.36997 
2.09057 
0.47858 
0.14041 
0.11883 
0.10046 
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g. Using the logit function, 

7r = l+e(-39.1593+1.0~923.q -000630XI)' G = 6.386 with p = 0.041. D = 15.3177 with p = 0.357. 

The plot of deviance residuals for this model looks better than that for the model in 

part a., suggesting this model may be an improvement to the original. 

13.27 

Delta Deviance versus Probability 

u u u u u u u u u U 
Probability 

Four indicator variables were used to incorporate the five levels of dose into the analysis. 

A Poisson regression model with a log link was used to determine the effect of dose on 

the number of offspring. The model adequacy checks based on deviance (X2 = 47.44) 

and the Pearson chi-square (X 2 = 50.7188) statistics are satisfactory. From the analysis, 

we notice when comparing to the control, dosages 235 and 310 have a significant effect 

on number of offspring. 
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Source Test Statistic p-value 
80 0.0016 0.9682 
160 1.61 0.2044 
235 42.10 < 0.0001 
310 189.07 < 0.0001 

The residual plots show some problems with normality and model fit. 

'GraphSufider • Diagnostic Plot 
tud~ntized Deviance Residual vs. Pred Offsprin ... .............. ......... ... ................. .. ... ... . ..................................... . 
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A regression with a gamma response distribution and a log link function was performed 

on the resistivity of a urea formaldehyde resin data. For the full model , the scaled 

deviance is 32.97 indicating that the model is adequate. The LR statistics for the 

Type III analysis indicate that some of the regressors should be removed from the 

model because they are not significant. Insignificant regressors were removed from 

the model and the resulting model only has E, the water collection time as the single 

predictor. The same analysis was completed using the canonical link but this had no 
Source Test Statistic p-value 

E 3.83 0.0503 
effect on the conclusions for the analysis. 

Normality seems to be satisfied and the residual plot shows the model is satisfactory. 
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Chapter 14: Regression Analysis of Time Series Data 

14.3 a. 

fj = 24.6 - 0.0892x. The residual plot versus time indicates there is autocorrelation. 

0.50 

0.25 • 

Versus Order 
(response Is y) 

1 0.00 .......................................................................................... . 

1 
at -0.25 

-0.50 

-o . 75 "t.,.-~~~~~~~~~~---,-I 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

nme 

h. d = .81 which rejects the null hypothesis and indicates that there is evidence of 

positive autocorrelation. 

c. We get 

_ E etet-l 
P - Ee; 

_ 1.1693 
- 2.1610 

= .5411. 

The new regression equation is i/ = 12.0854 - 0.1105x' 

The standard errors of the regression coefficients are se(i3h) = 0.5542 and se(i3D -

0.0.01403. 

d. d = .90 which indicates there is still evidence of positive autocorrelation. 
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14.5 

14.7 

The regression through the origin for the first difference approach yields an estimataed 

slope of 0.28943 with a standard error of 0.02508. The previous estimate for /31 was 

0.29799 with a standard error of 0.0123. As a result, the estimates are very similar, 

but the standard error is smaller for the Cochrane-Orcutt approach in exercise 14.4 

The objective function is 

T 1 [ A A]2 L - Yt - /30 - /31 t . 
t=1 t , 

A A 

Taking the derivatives with respect to /30 and /31 and setting equal to 0, we obtain 

T 1 [ A A ] 

2 L - Yt - /30 - /31 (-1) = 0 
t=1 t 

and 

T 1 [ A A ] 

2 L - Yt - /30 - /31 (-t) = 0 
t=1 t 

T 

2 L [Yt - /30 - /31] (-1) = 0 
t=1 

The resulting normal equations are 

TIT 
A A Yt 

/30 L - + /31 = L -
t=1 t t=1 t 

and 
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14.9 

noindent Let 

T 

T(SO+Sl) = LYt. 
t=l 

T 1 
Ht = L-' 

t=l t 

We note that HT is the harmonic number represented by the partial sum through T 

terms. The resulting solutions to the normal equations are 

'C""'T Jll -
(3A _ L...t=l t - Y 
0-

H T -1 

and 

The regression equation using the Cochran-Orcutt procedure in exercise 14.3 is i1' = 

12.0854 - 0.1105x' and the standard errors of the regression coefficients are se(jjh) = 

0.5542 and se(jjD = 0.01403. 

The regression equation using the Cochran-Orcutt procedure in exercise 14.3 is y' = 

12.0854 - 0.1105x' and the standard errors of the regression coefficients are se(jjh) = 

0.5542 and se(jjD = 0.0.01403. 

The time series regression model with auto correlated errors produces the regression 

equation fj = 26.1875 - 0.1075x and the standard errors of the regression coefficients 

are se(i30) = 1.1827 and se(jjt} = 0.0131. 
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The estimates are very similar but the standard error is smaller for the time series 

regression. 

14.11 

The time series regression has ¢ = 0.600189, which is the same as the Cochrane-Orcutt 

procedure from before. The previous estimate for /31 was 0.29799 with a standard 

error of 0.01230. The time series regression estimate is 0.2910 with a standard error of 

.009776. As a result, the estimates are very similar, but the standard error is smaller 

for the time series regression. 
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Chapter 15: Other Topics in the Use of Regression Analysis 

15.1 It is possible, especially in small data sets, that a few outliers that follow the pattern 

of the "good" points can throw the fit off. 

15.3 They are both oscillating functions that have similar shapes with Tukey's bi-weight 

being a faster wave. However, Tukey's bi-weight can exceed 1 while Andrew's wave 

function cannot. 

Tukey's bi·weight 
1.5,---------------, 

1.0 

0.5 

I 0.0 

-0.5 

-1.5 '---_ 5,.-c.O -~:------c~------ 7..,.J.5 

15.5 The fitted model is fj = 2.34 - .288xl + .248x2 + .45X3 - .543x4 + .005X5 with a couple 

of outliers. 
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15.7 a. The estimate is 

Xo - Yo - So 
- 731 

_ 17 - 33.7 
- -.0474 

= 352.32 

b. First we solve the following 

d2 [( -.0474)2 - (24~t2;~i~7~9)] - 2d( -.0474)(17 - 20.223) 

+ [(17 - 20.223)2 - (2.042)2(9.39) (1 + i2)] = 0 

.022d2 - 3.055d - 29.99 = 0 

which gives d1 = -66.41 and d2 = 205.27. Then the confidence interval is 

285.04 - 66.41 < Xo < 285.04 + 205.27 

218.63 < Xo < 490.31 

15.9 The normal-theory confidence interval for /32 is .014385±1.717(.003613) = (.0082, .0206). 

The bootstrap confidence interval is (.0073, .0240) which is similar to the normal-theory 

interval. 

15.11 First, fit the model. Then, estimate the mean response at Xo. Bootstrap this m times 

and store all of these mean responses. Finally, find the standard deviation of these 

responses. 

15.15 Regression tree for NFL data: 
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F~:·~~~·;·:~] 
i • .. • .. ···Y·_· .. ·· ... ·.... • 

i [~~:~~~~:::~ , [.~:~::.~:.~:.:) 
[ ...... __ .......... _ .... ] [ ........................... ] [ ........................... ) [ ........................... J 

....... ~~~~~....... . ..... ~.~ ... ~.~...... . ...... ?~.~ .. ~ .. ~........ . ...... ~ ... ~~~ ...... . 

15.17 Var(,Bo) = a 2 (~ + S!x) which for fixed n is minimized when i: = O. If this is not 

possible, then the experimenter should maximize S x x . 

15.19 a. Let D be the X-matrix without t.he int.ercept column. Then D = (d1 d2 dk ). 

Suppose the spread of the design is bounded (it has to be) then, d~d·i ~ c; for 

i = 1,2, ... k and some constant Ci. This is equivalent to 

i=1,2, ... ,k 

where dii is the ith diagonal element of D'D. It can be shown that 

dii 1 
>­- dii 

i = 1,2, ... ,k 

where dii is the ith diagonal element of (D'D)-l. There is equality in the above ex-

pression only when all the dij's = O. Therefore, if the design is orthogonal 
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a 2 
=~ ci 

since d~dj = 0 for i =I j and d~di = c; when the design is orthogonal. 

b. VaTU]) = (a2)x~ (X'X)-l Xo. Since the design is orthogonal, we have 

o 
1 
n 
o 

Consider the center of the design as 0, then for any Xo = ( 1 Xi Xj) it has distance 

from the center of d = J 1 + xT + X] and 

2 2 X~ 
VaT(fJ) = (1) + ~ + 3-n n n 

= .l2 (1 + x? + X~) n Z J 

d2 
=::71 n 

Thus, for any point with distance d the variance will be the same which means the 

design is rotatable. 
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